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Abstract— In this study, the trend for a category of variables, that is, for the total average
annual amount of precipitation for the vegetation period (P-VP) from April to October is
presented. Moreover, with the help of Geographic Information System (GIS) numerical
analysis, geospatial distribution of the obtained results on the territory of the Central Serbia
is described. The main objective of this study is the possible changes in trends for the total
average annual amount of precipitation for the vegetation period in the observed area. In
terms of methodology, trend testing was conducted using the Mann-Kendall trend test
(M-K), trend equation, and trend magnitude. The data used for the necessary analysis were
taken from the Meteorological Y earbooks of the Republic Hydrometeorologica Institute
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of Serbia, with atotal of 24 meteorological stations, for the observed time period from 1949
to 2018. A total of 24 time series were analyzed. The average annua amount of
precipitation for the vegetation period of the observed areais 427.6 mm. The values range
from 362.3 mm to 625.5 mm. The lowest value wasrecorded in Nis, while the highest value
was recorded in Zlatibor. Based on the obtained results, a statistically significant positive
trend was recorded in 2 time series, whereas in the remaining 22 time series there was no
trend. Furthermore, the results obtained by the trend equation, and trend magnitude indicate
adlight increase in the total average annual precipitation in 21 time series and a decrease
was recorded in the remaining 3 time series. A decrease in the average annual amount of
precipitation for the vegetation period was recorded in three cities, namely: Jagodina (-15.9
mm), Bujanovac (-4.6 mm), and Zaecar (-0.5 mm). Comprehending the interaction
between precipitation and vegetation period is crucia for implementing adaptation and
mitigation measures in terrestrial ecosystems. The preliminary findings of this study can
offer a technical foundation and valuable reference for water resource and sustainable
ecological management strategies in the Republic of Serbia, benefiting policymakers and
stakeholdersinvolved.

Key-words: climate change, variability, Central Serbia, average annual precipitation trends,
vegetation period, Mann-Kendall trend test, GIS

1. Introduction

Both in the rest of the world and in Serbia, climate change is being talked about
more and more often, and we are witnessing more and more frequent changes,
especialy when it comes to two key climate elements — temperature and
precipitation. These changes are becoming more and more dynamic, faster, and
intense during the last two decades, which is confirmed by many scientific studies
devoted to thisissue and this very current topic all over the world.

Changes in total average annua precipitation, especially during the
vegetation period, can have significant consequencesin various sectors, including
agriculture, biodiversity, human health, hydrology, forestry, water resources, and
others. Thiskind of research hasnot been carried out so far, so thisstudy isgaining
inimportance. Each climate element isvariable, to agreater or lesser extent, while
spatiotemporal variability isparticularly distinctive in precipitation (Jones, 1999).

The intensity, distribution, and frequency of precipitation vary around the
world and are often subject to climate change, which is confirmed by the results
of modern scientific studies by a group of authors (Musellman et al., 2018; Pall
et al., 2019; Roderick et al., 2019, 2020; Ali et al., 2021; Chen et al., 2021; Visser
et al., 2021; Masamichi and Sugimoto, 2022; Derdour et al., 2022; Kimberley and
Barkdoll, 2023; Salazar et al., 2023; Nosratpour and Rahimzadegan, 2023;
Konstali et al., 2023; Lai, et al., 2023; Hines et al., 2023; Ghanghas et al., 2023).
Observing the influence of the general air circulation in the atmosphere on
precipitation variability, it is concluded that changes in the total amount of
precipitation are greater in the tropical and subtropical zonesthan in the temperate
zone (Morales, 1977). In addition, global warming has a major impact on
precipitation patterns, leading to extreme weather conditions such as droughts or
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heavy rainfal (IPCC, 2018). The total amount of precipitation in most of the
world will increase due to climate change, which also applies to the intensity of
extreme events (Masamichi, 2021).

This study tries to answer the following questions: (1) if the total annual
precipitation for the vegetation period in Central Serbia changed in the period
from 1949-2018; (2) whether precipitation trends for the vegetation period are
decreasing or increasing; (3) if the obtained trends are statistically significant, and
finally, (4) what is the regional representation of precipitation changes for the
vegetation period in Serbia. The answers to these questions are provided by the
analysis of the annual amounts of precipitation for the vegetation period at 24
meteorological stations located in the observed area. The main goal of this study
is to perform the necessary analysis of the variability of the change in the total
average annual precipitation for the vegetation period in Central Serbia for the
time period from 19492018, using the Mann Kendall trend test, trend equation,
and trend magnitude. Also, with the help of GIS numerical analysis, the geospatial
distribution of the obtained resultsin the observed areais shown.

1.1. Overview of previous research

The earliest research related to climate change and precipitation variability in
Europe shows us that the European continent has the smallest range of variahility
compared to other continents (Conrad, 1941). In the past decade, many researches
related to climate change in Europe, and the variability of the total amount of
precipitation have been conducted.

In the north of Europe (Norway) there are no sudden changes in the
distribution of precipitation, but a noticeable growing trend has been recorded
(Zhou et al., 2022). In the southern part of Europe (Italy), the precipitation trend
shows a dlight increase of an average of 5.42 mm per year, but none of the
analyzed trends is statistically significant (Faqueseh and Grossi, 2024). In the
central part of Europe (Hungary), the results of previous research indicate that
trend analysis for medium and extreme precipitation rarely shows significant
trends (Maheras et al., 2018). The results obtained in the western part of the
European continent (Southeast of France) indicate that there is no statistically
significant trend (Ramesh et al., 2010). The same case was recorded on the
territory of Belgium as well (De Jongh et al., 2006). In the eastern part of the
European continent (Lithuaniaand Belarus), it was determined that the amount of
precipitation in Lithuania dightly increased by 10 mm, while in Belarus it
significantly decreased by 109 mm (Tripolskaja and Pirogovskaja, 2013).

Meanwhile, a positive trend is present in almost the entire part of southeast
Europe (LeiceSen et al., 2023). Similar results were obtained in the Balkan
Peninsula, the Balkan region, and Serbia (Duci¢ and Lukovié, 2005; Pordevic,
2008; Duci¢ et al., 2009, 2010; Sanojevié, 2012; Hrnjak et al., 2013; Radevski et
al., 2013; Lukovié et al., 2014; Gavrilov et al., 2015; Ivanova and Radeva, 2016;
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Bacevi¢ et al., 2017; Popov et al., 2018; Gavrilov et al., 2019; Alsafadi et al, 2020;
Culafi¢ et al., 2020; Porja and Nunaj, 2020; Zivanovié et al., 2020; Goci¢ et al.,
2020; Eri¢ et al., 2021; Milentijevi¢ et a., 2021; Popov and Svetozarevi¢, 2021,
Soiridonov and Balabanova, 2021; Amiri and Goci¢é, 2023; Barbulescu and
Postolache, 2023), indicating that in most cases there is no significant trend, and
that there are no major changes in the geospatial distribution of precipitation,
possibly in some cases a dight increase in the total amount of precipitation was
recorded, which coincides with this study and with most of the other studies
referring to the entire European continent and being quoted in this chapter.

Such obtained results are a manifestation of several factors, namely: climate
changes (increasein average air temperature), the influence of the Atlantic Ocean
and the Mediterranean, and the orography of the observed territory. Wu et al.
(2015) noted a widespread agreement among scholars regarding the significant
spatial heterogeneity in vegetation response to precipitation variability. White et
al. (2005) demonstrated that the dynamic response of terrestrial vegetation in the
United States to precipitation changes relies on various topographic attributes
such as elevation, slope, and aspect. Propastin et al. (2008) attributed the
considerable spatial variability in the relationship between vegetation growth and
precipitation in Central Asiato distinct vegetation types. Chamaillé-Jammes and
Fritz (2009) calculated correlations between normalized difference vegetation
index (NDVI) and precipitation fluctuations in eastern and southern African
savannas, revealing that mean annual precipitation (MAP) actively determinesthe
spatial distributions of vegetation sensitivity to altered precipitation patterns.

Recent studies have attempted a more comprehensive analysis of the spatial
patterns of vegetation response to precipitation variability, considering multiple
external factors simultaneously. Zeraatkar et al. (2022) investigated vegetation
response to climatic parameters using zona statistics, finding adecrease in annual
precipitation from 1990 to 2020 with an increase in 2020. They observed a
positive relationship between NDVI and precipitation at the annual scale,
indicating a decrease in vegetation growth by approximately 90% between 2000
and 2010 due to observed climatic variations. Camberlin et al. (2007) examined
the response of NDV 1 to precipitation variationsin tropical Africa, associating the
spatially heterogeneous vegetation response with MAP, vegetation type, and soil
properties. Hawinkel et al. (2016) analyzed the precipitation-vegetation
relationship over East Africa, highlighting MAP, vegetation type, and elevation
as primary controllers of vegetation sensitivity to precipitation variability.
Ayanlade et al. (2021) assessed spatial and temporal changes in precipitation and
their effects on vegetation greenness across six ecological zones in Nigeria,
finding that rainfall seasonality significantly influences vegetation greenness in
al ecological zones. Chen et al. (2020) investigated vegetation response to
precipitation anomalies in East Asia (China) and explored factors influencing
varied vegetation responses to precipitation variability, including precipitation
frequency, and distribution. Soomro et al. (2021) studied the relationship between
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precipitation and vegetation to devise sustainable management measures for
fragile biomes. Their analysis of trends and correl ations between precipitation and
NDVI from 1982 to 2015 over the Kunhar River basin, Pakistan, suggested that
precipitation is not the sole factor influencing vegetation growth, with other
climatic and biogeographic factors also playing significant roles.

Eisfelder et al. (2023) conducted a systematic study of seasonal vegetation
trends across Europe over 30 years using a novel NDVI time series, revealing
varied spatia patterns. positive spring trendsin Scandinavia, Russia, and parts of
Europe; negative summer trends in southern Russia and western Kazakhstan; and
positive autumn trends across the region. Overall, their findings support previous
observations of vegetation greening in Europe during the growing season.
Knowing therainfall regimefor the vegetation period has great scientific, but also
practical importance in amost all domains of modern society, and it is of
particular importance in water supply, ecology, flood protection, and agriculture.

2. Data and methods
2.1. Research area

The Republic of Serbia is divided into three main regions, namely: Vojvodina,
Central Serbia, and Kosovo and Metohija. Central Serbia (observed area) covers
the area of 55,967 km2, which makes up three quarters of the total national
territory and, in percents, it is about 63%. The observed territory consists of three
statistical regions: 1) the city of Belgrade; 2) Sumadija and Western Serbia; and
3) Eastern and Southern Serbia. The observed area stretches between 42° 13' 51"
N and 45° 05' 49" N and 19° 06’ 27" E and 23° 11’ 47" E (Ili¢ and Stankovi¢,
2007).

The important geographical regions of Central Serbia are: Sumadija, Macva,
Timocka dolina, Pomoravlje, Podunavlje, Posavina, Podrinje, Zlatibor, Raska
region, Toplica, Ponisavlje, Jablanica, Vlasina, and Krajiste (Drobnjakovi¢ and
Ciki¢, 2020). Also, in addition to administrative borders, it also has clearly defined
natural borders to neighboring regions. The rivers Danube and Sava represent the
natural border with Vojvodina. The Danube River separates Central Serbia from
Romania in the northeast, whereas the Drina River represents the natural border
with Bosnia and Herzegovinain the west. In the southwest, the natural border with
Montenegro is represented by the Dinarides (mountain range), and in the south itis
Kopaonik, the high mountains (Besna Kobila, Kozjak and Starac) and the Pcinja
river valley, which separate the observed territory from Kosovo and Metohija, and
North Macedonia. In the east, the Carpatho-Balkanides form the border with
Bulgaria (Radakovi¢ et al., 2018).

In terms of orography, three main mountain ranges can be distinguished,
which are located within the observed territory (Fig. 1). These are the Dinarides, in
the west and southwest parts of Central Serbia, the Carpatho-Balkanidesin the east
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and the Rhodopes in the southeast. Speaking of the hydrological objectsin Central
Serbia, the Velika Morava River (the longest river) and its tributaries the rivers
Juzna Moravaand Zapadna Morava stand out, representing the most important and
largest river system of this territory at the same time. Furthermore, many artificia
lakes can be singled out: the Celije, Djerdap, Zlatar, Gruza, Gazivode, Vlasina, and
Sjenicalakes, and many others (Boz¢ et al., 2006).
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Fig. 1. Geographical postion of Central Serbiawith the analyzed meteorologica stations and
their dtitude.

2.2. Materials

The total amount of precipitation that was discharged during the vegetation period
(P-VG) from 1949 to 2018 was cal cul ated on the basis of publicly available data of
the Republic Hydrometeorological Ingtitute of Serbia
(https:/mww.hidmet.gov.rg/). 24 meteorologica stations were used, the data of
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which are given in Table 1 (Bacevié, et al., 2021), while their position is given in
Fig. 1. For the purposes of this research, data on precipitation from 24
meteorological stations were used. Details of station names, geographic
coordinates, geographic position, and their altitude are shown in Fig. 1 and Table 1.

Table 1. List of meteorological stations located in Central Serbia, names of time series,
their geographic coordinates, and altitudes

No.  Meteorological station ti’:lnlmsgr(i); 0 CN) % (°E) h (m)
1. Belgrade BG-P 44048 20028 132
2. Bujanovac BU-P 42027 21046 399
3. Cuprija CU-P 43956 21923 123
4. Dimitrovgrad DI-P 4301 22045 450
5. Jagodina JA-P 43959 21923 115
6. Knjazevac Kz-P 43034 22015 263
7. Kragujevac KG-P 44°02 20°56" 181
8. Krajevo KV-P 43043 20042 215
9. Krusevac KS-P 43°37 21015 166

10. Kursumlija KU-P 43°08 21°16 384

11. Leskovac LE-P 42059 21957 231

12. Loznica LO-P 44°32 190147 121

13. Negotin NG-P 44914 22032 42

14. Nis NI-P 43°20° 21954 202

15. Novi Pazar NP-P 43°08 20031 545

16. Pirot PI-P 43°09 22°35 373

17. Pozega PZ-P 43951 20°02 311

18. Sienica S}P 43016 20°00° 1038

19. Smederevska Palanka SP-P 44°02 20057 121

20. Vajevo VA-P 44017 19055 174

21. Veliko Gradiste VG-P 44°45 21°30° 80

22. Vranje VR-P 42033 21955 433

23. Zajecar ZA-P 43053 22017 144

24, Zlatibor ZL-P 43044 19043 1029

2.3. Methods

2.3.1. Satistical data processing

In this paper, three statistical approaches were used in the analysis of trendsin the
total average annual precipitation for the vegetation period, and the geospatial
distribution of data (precipitation) in the observed areawas determined. The trend
equation represents the first approach, which is calculated for each time series
separately (Bacevi¢ et al., 2022). The second approach (independently of the first
approach) represents data testing using and applying the non-parametric MK trend
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test (Papi¢ et al., 2020). The third approach consists of determining the trend
maghitude obtained by means of the trend equation (Bacevi¢ et al., 2020). Trend
analyses were carried out with the help of the XLSTAT extension
(https:/lwww .xlIstat.com/en) in the Excel Microsoft Office package.

The first method includes linear regression, which describes the equation of
the vegetation period precipitation trend for each meteorological station, in
genera form:

y=ax+b @

where y represents the total amount of precipitation in the vegetative period in

mm, a is a slope that can be positive, negative or non-existent, x is atime series,
while b is the value of precipitation at the beginning of the analyzed period
(Bacevi¢ et al., 2018; Vukoicic et al., 2018). After thisanalysis, atrend magnitude
analysis was conducted (Gavrilov et al., 2018):

4y = y(Ps) - y(Pe), (2

where Ay represents the trend magnitude in mm, y(Py) isthe value of precipitation
during the vegetation period in the first analyzed year, while y(Pe) is the same
value in the last year of the time series. The trend magnitude can be zero in case
the specified values are equal, positive, or negative. In the first case the trend
magnitude does not exist, in the second it is increasing, and in the third it is
decreasing.

Thethird analytical method used in this paper isthe use of the Mann-Kendall
test on the time series of precipitation of the vegetation period in Central Serbia
(Mann, 1945; Kendall, 1975). Each data in the time series is assigned a rank.
Mutual differences in pairs of ranks are used to calculate the trend direction and
strength, after which the variance of the test statistic, i.e., the randomness of the
variability in the data, is determined. If the variance is small, the data are slightly
scattered and vice versa. Thelast step isto determine the significance of the trend.
This process begins by comparing the calculated test statistic with the data
distribution, assuming that there is no trend (Ho hypothesis). If the test statistic
exceedsthe critical value from the distribution, it meansthat thereisastatistically
significant trend (Ha hypothesis). This value that tells how much the test statistic
exceeds the critical value from the distribution is called p-value. If this value is
less than 0.05 or 5%, the trend results are statistically significant and we have to
reject Ho (Gavrilov, 2016; Sojic¢evié, 2016; Razavi et al., 2016).

2.3.2. Spatial data analysis

All digital cartographic anayses were conducted using ArcGIS Pro: 3.2.0. Data,
which are necessary for mapping, were taken from the Internet and from
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established databases, obtained during statistical processing. GIS and data
modeling are very powerful tools for evaluating and cal culating meteorological
data of an area (Tomazos and Butler, 2009; Blake et al., 2007; Valjarevi¢ et al.,
2022). In this paper, preference is given to the kriging method within the
interpolation to show the geographical distribution of the average amount of
precipitation during the vegetation period in the analyzed period.

Theresults of the statistical analysis are spatialy represented using the Create
Thiessen Polygons tool of the Arc GIS software. This method was developed by
Thiessen (Thiessen, 1911), a meteorol ogist, more than a century ago, and refersto
the creation of a polygon in the center of which is the entered coordinate
(Radakovi¢, 2017), in this case the coordinate of a meteorological station. Using
this method, the entire territory of Central Serbiais divided into areas where the
results of the linear regression and the Mann-Kendall test are the same: thetrend in
precipitation during the vegetation period exists as positive, negative, or non-
existent.

All procedures and approaches used for the purpose of this research are
presented in the flow chart given in Fig. 2.
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Fig. 2. Flow chart with al the procedures and methods used in this research.
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3. Results
3.1. Trend parameters

In this scientific study, the obtained results are presented and summarized in
Table 2, aswell asinFigs. 3, 4, 5, and 6. Also, the analysisis presented for atotal
of 24 meteorological stations and the same number of time series, which are
located in the territories of Central Serbia. Based on these variables, the values of
the total annual amount of precipitation during the vegetation period (April-
October) were calculated. Results for average annual precipitation (P-VP), trend
equation results, linear trend equation, and trend magnitude are presented visually
in Table 2 and Figs. 3 and 4. The p-value, results of trend testing using the MK
trend test and the evaluation of hypotheses for accepting or rejecting the trend are
shown in Fig. 4, for each meteorological station, especially in the territory of
Central Serbia, for the time interval from 1949 to 2018. The spatial distribution

of the total annual amount of precipitation in Central Serbiais shown in Fig. 6.
Table 2. Names of time series, trend equation y, trend magnitude Ay, and average annual
amount of precipitation for the vegetation period for 24 time series, which refer to the
territory of Central Serbia

Average amount of precipitation for

Timeseries Trend eguation Ay (mm) the vegetation period (mm)
BG-P-VP y=0.3001x + 431.37 20.7 442.0
BU-P-VP y=-0.0667x + 371.82 -4.6 369.5
CU-P-VP y=0.2259x + 408.11 15.6 416.1
DI-P-VP y=0.761x + 384.49 525 4115
JA-P-VP y=-0.2304x + 383.89 -15.9 375.7
KZ-P-VP y=0.2966x + 366.77 205 377.3
KG-P-VP y=0.3828x + 402.75 26.4 416.3
KV-P-VP y=0.0792x + 489.06 55 491.9
KS-P-VP y=0.0646x + 412.19 45 4145
KU-P-VP y=0.6421x + 378.99 44.3 401.8
LE-P-VP y=0.7006x + 350.9 48.3 375.8
LO-P-VP y=1.0137x + 502.1 70.0 538.1
NG-P-VP y=0.1107x + 374.9 7.6 378.8
NI-P-VP y=0.7311x + 336.36 50.4 362.3
NP-P-VP y=1.1527x + 360.74 79.5 401.7
PI-P-VP y=0.535x + 356.48 37.0 3755
PZ-P-VP y=0.4888x + 474.84 32.7 492.2
SJ}P-VP y=1.5411x + 415.72 106.3 4704
SP-P-VP y=1.2584x + 370.19 86.8 414.9
VA-P-VP y=0.8308x + 489.06 57.3 518.6
VG-P-VP y=0.4541x + 430.82 313 446.9
VR-P-VP y=0.0545x + 369.97 3.7 3719
ZA-P-VP y=-0.0073x + 374.55 -0.5 374.3
ZL-P-VP y=1.9215x + 557.24 1325 625.5
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Fig. 3. Visua representation of the average annua precipitation for the vegetation period, trend
equation, and linear trend for selected meteorologica stations, which are arranged from the
station with the lowest to the station with the highest average annual precipitation in Central
Serbiafor the observed time period from 1949 to 2018.

The obtained results of the abovementioned parameters, which are shown in
Fig. 3 and Table2, indicate a dight increase in the average total annual
precipitation (P-VP) in the territory of Central Serbia, which is not the case for
threetime series (BU-P-VP, JA-P-VP, and ZA-P-VP) in which anegative balance
was recorded. Out of a total of 24 time series, a dight increase in the average
annual amount of precipitation for the vegetation period was recorded in 21 time
series, while the total amount of precipitation for the vegetation period was
decreasing in theremaining 3 time series. The highest increase in the averagetotal
annual precipitation of 132.5 mm was recorded in the time series ZI-P, followed
by the time series SJ-P-VP and SP-P-VP, where the increases of 106.3 mm and
86.8 mm were recorded, respectively. The lowest increase in the average total
annual precipitation of 3.7 mm was recorded in the time series VR-P-VP,
followed by the time series KS-P-VP (4.5 mm) and KV-P-VP (5.5 mm). The
highest decrease in the total average annual precipitation of -15.9 mm was
recorded in the JA-P-VP time series. It is followed by the time series BU-P-VP
and ZA-P-VP having the decrease of -4.6 mm and -0.5 mm respectively. Data on
the total amount of precipitation from Table 2 for each meteorological station in
Central Serbia are described and shown in more detail in Fig. 6 and in Section
3.3. GISnumerical analysis.
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3.2. Trend assessment

The results obtained from the analysis of the MK trend test and the evauation of
hypotheses (p-values, type of hypothesis, risk of rgecting the hypothesis) are
described spatialy in Fig. 4. Out of atota of 24 time series, asignificant Statistically
positive trend was recorded in 2 time series, where the Ha hypothesis prevails and
wherethe p-valueislower than the significancelevel o, whosevalueis0.05, whereas
in 22 time seriesthereis no trend. For these 2 time seriesin Sjenicaand Zlatibor (SF
P-VP and ZL-P-VP), where asignificant positive statistical trend and Ha hypothesis
prevails, thereisavery small percentage of risk, ranging between 2.36% and 4.08%,
that the given hypothesis will be rejected.

Out of atotal of 22 time series, where there is no trend and where the Ho
hypothesis prevails, in most casestherisk of rejecting this hypothesisisvery high.
The risk values to reject this hypothesis range from 7.39% to 97.93%. A risk
whose value is between 5.00% and 10.00% was recorded in one time series in
Novi Pazar (NP-P-VP), which indicates that there will certainly be no trend in the
future. Values between 10.00% and 50.00% were recorded in seven time seriesin
Dimitrovgrad, Kursumlija, Leskovac, Loznica, Nis, Pirot, and Smederevska
Palanka (DI-P-VP, KU-P-VP, LE-P-VP, LO-P -VP, NI-P-VP, PI-P-VP, and SP-
P-VP), which indicates that the trend is in stagnation.

In the last 14 time series. Belgrade, Bujanovac, Cuprija, Jagodina,
Knjazevac, Kragujevac, Kraljevo, Kursumlija, Negotin, Pozega, Valjevo, Veliko
Gradiste, Vranje, and Zajecar (BG-P-VP, BU-P-VP, CU -P-VP, JA-P-VP, KZ-P-
VP, KG-P-VP, KV-P-VP, KS-P-VP, NG-P-VP, PZ-P-VP, VA-P -VP, VG-P-VP,
VR-P-VP, and ZA-P-VP), the risk value ranges between 50.00% and 93.93%.
These results indicate that in the area of Central Serbia, the total annual amount
of precipitation for the vegetation period is stagnant.

In most analyzed cases, the results of the trend equation deviate from the
results of the MK trend test, more precisely in 17 time series. In 5 time series the
results match each other. As far as non-matching is concerned, mostly the trend
equation indicates a positive trend, and the MK test indicates no trend (14 time
series). In 3 time series, the trend equation indicates a negative trend, while the
MK test indicates that the trend does not exist. These results are shown in more
detail in Figs. 4 and 5.
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Fig. 4. Cartographic representation of the obtained results of the movement of the linear

equation of the total annual amount of precipitation for the vegetation period in Central Serbia,
from 1949 to 2018.
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Fig. 5. Cartographic representation of the Mann-Kendall trend test results of the total annual
precipitation for the vegetation period in Central Serbia, from 1949 to 2018.
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3.3. GISnumerical analysis

The spatia distribution of the total annual amount of precipitation for the
vegetation period in the time interval from 1949 to 2018 in Central Serbia is
shown in more detailsin Fig. 6.
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Fig. 6. Spatial distribution of average annual precipitation for the vegetation period from 1949
t0 2018 in Central Serbia.

Fig. 6 shows geospatial distribution of the average annual precipitation for
the vegetation period (P-VP) in the observed area. Interregional differencesin the
average annual amount of precipitation are caused by several reasons, among
which the followings stand out: the effect of the influx of air masses from the
Atlantic Ocean, the effect of the Mediterranean, and the effect of the terrain
morphology. Because of this, higher average annual amount of precipitation was
recorded in the western and northwestern parts of the observed area, while in the
central, southern, and southeastern parts, lower average annual amount of
precipitation was recorded for the vegetation period.

Vauesfor the total annual amount of precipitation for the vegetation period
in Central Serbiafor the time interval from 1949 to 2018 are 427.6 mm rangeing
between 362.3 — 625.5 mm. The lowest value of the average annual precipitation
(362.3 mm) was recorded in Nis and the highest value (625.5 mm) was recorded
in Zlatibor. Other valuesfor the average annual amount of precipitation are shown
chronologically from the lowest to the highest, namely: Bujanovac (369.5 mm),
Vranje(371.9 mm), Zajecar (374.3 mm), Pirot (375.5 mm), Jagodina (375.7 mm),
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Leskovac (375.8 mm), Knjazevac (377.3 mm), Negotin (378.8 mm), Novi Pazar
(401.7 mm), Kursumlija (401.8 mm), Dimitrovgrad (411.5 mm), Krusevac (414.5
mm), Smederevska Palanka (414.9 mm), Cuprija (416.1 mm), Kragujevac (416.3
mm), Beograd (442 mm), Veliko Gradiste (446.9 mm), Sjenica (470.4 mm),
Krajevo (491.9 mm), Pozega (492.2 mm), Valjevo (518.6 mm), and Loznica
(538.1 mm).

4, Discussion

The same or similar researches, referring to the total average amount of
precipitation for the vegetation period in Central Serbia have not been conducted
sofar. Similarities and differences of the obtained results were compared with and
commented based on previous researches which refer to the total annual amount
of precipitation in Central Serbia, as well as to the territory of the Republic of
Serbia, to the region, to Europe, and to the world.

This scientific study presents adetailed analysis of research resultsrelated to
the total amount of precipitation during the vegetation period in Central Serbia.
Based on the analyzed climate variable, several key aspects can be highlighted
and the following can be stated: in this paper, a total of 24 time series were
analyzed using trend equations, trend magnitude indicating an average increase
or decrease in the value of the total annual precipitation, MK trend test, and GIS
numerical analysis.

According to the results obtained from the trend equation and trend
magnitude, an increase in the total amount of precipitation for the vegetation
period was recorded in twenty-one cities of Central Serbia. A decrease in the
average annual amount of precipitation for the vegetation period was recorded in
three cities of Central Serbia (Table 2). The highest increase in the total amount
of precipitation for the vegetation period (132.5 mm) in the past 70 years was
recorded in the time series Zlatibor ZI-P-VG, and the lowest increase in the
average amount of precipitation for the vegetation period (3.7 mm) was recorded
in the time series Vranje VR-P-VP. A decrease in the average annual amount of
precipitation for the vegetation period was recorded in three time series, namely:
Jagodina JA-P-VP (-15.9 mm), Bujanovac BU-P-VP (-4.6 mm), and Zajecar ZA-
P-VP (-0.5 mm). Using the MK test, the obtained results indicate that a
statistically significant positive trend in the analyzed parameters was recorded in
2 time series. On the other hand, there is no change (no trend) in 22 time series.
The spatial distribution of the average annual amount of precipitation in Central
Serbiais 427.6 mm. Itsrangeis between 362.3 — 625.5 mm.

In the paper of Bacevic¢ et al. (2024), which refers to the same observed area
(Central Serbia) and which has the same research methodology, but a different
variable (total annual precipitation), the following results were obtained, which are
very similar to the results of this scientific study, namely: a) based on the trend
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equation and trend magnitude, an increase in the total annual amount of
precipitation was recorded in seventeen time series. The highest average increase
in the average annual precipitation of 233.3 mm was recorded in the case of ZL-
YP. The lowest increase in total annua precipitation (10.7 mm) was recorded in
the case of BG-YT. A decrease in the total annual amount of precipitation was
recorded in seven time series related to the average annual amount of precipitation.
The lowest decrease in total annual precipitation (-8.0 mm) was recorded in the
case of ZA-YP, while the highest increase (-49.9 mm) was recorded in the case of
NG-YP; b) Using the MK test, the obtained results indicate that in 5 time series a
dtatistically significant positive trend in the analyzed parameters was recorded. On
the other hand, in 19 time series there is no change (no trend); c) The spatia
distribution of the average annual amount of precipitation in Central Serbia is
679.9 mm. Itsrangeis between 591.4 — 973.9 mm (Table 3 and Fig. 7).

Table 3. Names of time series, trend equation y, trend magnitude 4y, probability p, for 24
time series (Bacevié, et al., 2024).

Average amount of

Timeseries Trend eguation Ay (rr) br ecipitation (rr)
BG-P y=0.1551x + 687.34 10.7 692.8
BU-P y=-0.6316x + 646.14 -43.6 623.7
CU-P y=0.5536x + 637.93 38.2 658.1
DI-P y=0.8719x + 614.78 60.2 644.4
JA-P y=-0.1305x + 596.07 -9.0 591.4
Kz-P y=0.4094x + 598.74 28.2 613.3
KG-P y=0.6743x + 612.23 47.0 635.4
KV-P y=-0.1497x + 764.39 -10.3 757.8
KS-P y=0.4411x + 640.38 304 656
KU-P y=0.7866x + 630.65 54.3 658.6
LE-P y=1.1444x + 591.42 79.0 633.2
LO-P y=1.5447x + 790.19 106.6 845
NG-P y=-0.6369x + 679.52 -43.9 656.9
NI-P y=1.0139x + 561.62 70.0 597.6
NP-P y=1.5142x + 585.9 105.0 639.7

Pl-P y=0.5151x + 575.32 35.0 593.6
Pz-P y=0.2877x + 740.7 199 750.9
SJP y=2.4294x + 653.17 167.6 739.4
SP-P y=1.5509x + 591.91 107.0 647
VA-P y=0.9847x + 756.25 67.9 791
VG-P y=-0.188x + 694.84 -13.0 688.2
VR-P y=-0.2131x + 621.29 -14.7 613.7
ZA-P y=-0.1163x + 619.64 -8.0 615.5
ZL-P y=3.3817x + 859.51 233.3 973.9
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Fig. 7. Cartographic representation of the obtained results of the movement of linear equation
and the Mann-Kendeall trend test for the total annual amount of precipitation in Central Serbia
for the time period from 1949 to 2018 (Bacevié, et al., 2024).

The results of this research show a similarity with the research from 2024 in
the paper of Bacevi¢ et al. (2024). In both researches, a dlight increase was
observed for climate variablesrelated to the climate element of precipitation (mm)
in most of the time series. In this paper, aslight increasein the average amount of
precipitation for the vegetation period was recorded in 21 time series, whilein the
paper of Bacevié et al. (2024) thisincrease was recorded in 17 time series. In the
first case, negative balance for the analyzed variables was recorded in 3 time
series, and in the second case in 7 time series, which is confirmed by the trend
equation and trend magnitude.

Out of atotal of 24 time series, the results are identical for 20 time series,
while they differ in the remaining 4. For time series where results differ, positive
balance is recorded in the first case, while, in the second case, the balance is
negative. Furthermore, the MK trend test shows a lot of similarity between the
results of both researches. The hypothesis Ho (no trend) prevails in both cases,
while positive trend was recorded in much fewer cases. In this paper, the tota
number of cases, where no trend was recorded, amounts to 22 time series, while
in the paper of Bacevi¢ et al. (2024) this number amounts to 19 time series.
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Positive trend was recorded in 2 time series in the first case, and in 5 time series
in the second case.

Similarities and differencesin the obtained results from these two researches
arise from the fact that they include the same observed territory, apply the same
methodology, and analyze the same number of time series. The only differenceis
in the variables (total precipitation for the vegetation period and average total
annual precipitation).

This study can be used as abasisfor future research, which would contribute
to new additional knowledge about climate change in the observed territory.

In the paper of Milentijevi¢ et al. (2022), which includes the territory of
Backa (northwestern part of Serbia), the trends of the average annual amount of
precipitation for the vegetation period (for five meteorological stations) were
analyzed. In al analyzed time series, a dight increase in the total amount of
precipitation for the vegetation period was recorded, which is confirmed by the
trend equation and trend magnitude. Out of a total of five time series, the
hypothesis Ho (no trend) prevails in four time series, while the hypothesis Ha
(positivetrend) prevailsin only onetime series, asshownin Table 4. Theseresults
match the results of this study because the distance between the observed
meteorological stationsisvery small.

Table 4. Trend equation (y), trend magnitude (Ay) and probability of confidences (p) for
precipitation time series (from 1949 to 2018) in Backa. Abbreviations are listed in Section
2.2. (Milentijevi¢ et al., 2022).

Timeseries Trend equation Ay (mm) p (%)
BP-YP y =-0.0792x + 616.86 -55 0.8480
BP-Pz-VP y = 0.8409x + 365.96 58.0 0.2438
B-YP y = 0.0684x + 590.86 4.7 0.8520
B-Psz-VP y = 0.5936x + 365.6 40.9 0.2954
N-YP y=1.4727x + 572.45 101.6 0.1455
N-Pz-VP y=1.712x + 349.03 118.1 0.0586
P-YP y = 1.4039x + 509.03 96.9 0.0615
P-Ps-VP y=1.3171x + 318.84 90.9 0.0963
SYP y=1.2902x + 555.14 89.0 0.1304
S-Ps-VP y=1.2298x + 351.17 84.9 0.0450

Similar results were obtained in most of the researches conducted in Serbia.
Actually, adight increasein the total amount of precipitation was recorded in the
past period, which coincides with the results of these researches (UnkaSevi¢ and
ToSié, 2011; ToSié¢ et al., 2014, 2017; Gavrilov et al., 2015; Putnikovié et al ., 2016;
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Milovanovié et al., 2017; Andelkovié et al., 2018; ToSi¢ and Putnikovié, 2021;
Amiri and Goci¢, 2021a, 2021b; Vujadinovié et al., 2022; SoSi¢ et al., 2024).

Theresults abtained in these researches indicate a slight increase in the total
annual amount of precipitation for the observed area, and that climate variability
is not sufficiently pronounced. Also, they indicate a higher total annual amount of
precipitation in the western part of Central Serbia compared to its eastern parts.
Such results are consistent with these researches. Additionally, the findings of this
study somewhat align with a more recent study by Eisfelder et al. (2023), which
highlightsthat during the spring season, positive NDV | trends extend to Southeast
Europe (including Hungary, Romania, Serbia, Bulgaria, North Macedonia,
Albania, and Greece), suggesting a relationship between precipitation variability
and seasonal vegetation trends.

These conditions are consistent with the observations of Gonci¢ and
Trajkovi¢ (2013), who explained that the lack of significant trendsin summer and
winter precipitation series stemmed from increasing trends in both annual and
seasonal minimum and maximum air temperatures, along with a significant
decreasein relative humidity. The authors further noted that most stations showed
no significant trends on an annual scale, yet arecent study by Bacevi¢ et al. (2024)
reveals statistically positive trendsfor Loznica, Zlatibor, Sjenica, Novi Pazar, and
Leskovac, respectively. This finding correlates with Djordjevi¢ (2008) discovery
that precipitation quantities are increasing on an annual level, with the highest
increase observed during winter.

5. Conclusion

This study presents the analyzed trends and geospatial distribution of the obtained
results of the average annual amount of precipitation for the vegetation period
(one category of variables) in Central Serbia. The observed time interval is from
1949 to 2018, which is a total period of 69 years. The data used for these
researches were taken from the Meteorological Yearbooks of the Republic
Hydrometeorological Institute of Serbia, with a total of 24 meteorological
stations. The Mann-Kendall trend test was used for data processing and trend
analyses. Furthermore, trend equations and trend magnitudes were calculated
using appropriate formulas and the obtained results were displayed
cartographically using GIS numerical analysis.

By analyzing the presented results of this study, it can be concluded that the
total annual amount of precipitation for the vegetation period in the territory of
Central Serbiaisdightly increasing. Based on the trend magnitude, anincreasein
the average annual amount of precipitation was recorded in twenty-one cities of
Central Serbia, while a decrease in the average annual amount of precipitation
was recorded in three cities of Central Serbia (Table 2). The highest increase in
the total amount of precipitation for the vegetation period in the past 69 years
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(132.5 mm) was recorded in the time series ZI-P-V G, and the lowest increase in
the average amount of precipitation in the vegetation period (3.7 mm) was
recorded in thetime series VR-P-VP. A decrease in the average annual amount of
precipitation for the vegetation period was recorded in three time series, namely:
JA-P-VP (-15.9 mm), BU-P-VP (-4.6 mm), and ZA-P-VP (-0.5 mm).

Based on the analysis of the MK trend test shown in Figs. 5 and 6, it is
concluded that there are significant variations in the trends of the annual amount
of precipitation for the vegetation period in Centra Serbia. A significant
statistically positive trend, where the Ha hypothesis prevails, was identified in
only two time series, with a small percentage (2.36% — 4.08%) of the risk of
rejecting this claim. In 22 time series, where the Ho hypothesis prevails, there is
no significant trend. The risk of rejecting this hypothesis is high in most cases
(7.39% — 97.93). It can be concluded that there will be no trend in the observed
territory in the future.

Thedistribution of the total amount of precipitation for the vegetation period
in Central Serbia for atime interval of atotal of 69 years (1949-2018) can be
clearly seen in Fig. 6, providing a visual representation of regional differences,
on the basis of which it can be concluded that it is greater in its western part in
relation to the eastern parts. The average annual amount of precipitation for the
vegetation period of the observed area is 427.6 mm. The values range from
362.3 mm to 625.5 mm. The lowest value was recorded in Nis, while the highest
value was recorded in Zlatibor.

The general conclusion of the results obtained in thisway, indicating aslight
increase in the total amount of precipitation for the vegetation period in Central
Serbia, significant variations and the lack of statistical significance in most time
series emphasizes the complexity of climate changesin that area, which coincides
with the results obtained at the global level.

The preliminary findings of this study can offer a technical foundation and
valuable reference for water resource and sustainable ecological management
strategies in the Republic of Serbia, benefiting policymakers and stakeholders
involved.
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Abstract— The introduction of the LN5 and mLN5 distributions extends the commonly
used three-parameter log-normal distribution (LN3) by enhancing tail modeling, which is
critical for accurate representation of extreme values in hydrology and climatology. This
paper details two methods for parameter estimation: the established local maximum
likelihood method and the newly devel oped triangular method, an adaptation of therelative
least squares approach. The effectiveness of these distributions is demonstrated through
their application to datasets from the Czech Hydrometeorological Institute, encompassing
average daily flow, precipitation, atmospheric pressure, and air temperature. Results show
significant improvements in modeling extreme events with LN5 and mLN5 over LN3, as
well as over other compared distributions such as generalized Gamma and generalized
Weibull, particularly in tail behavior, underscoring their potential for advancing
environmental studies. Appendices include comprehensive derivations of the functional
characteristics of LN5 and mLN5 and introduce an aternative parametrization for LN5.

Key-words. exceedance curve, five-parameter log-normal distribution, maximum
likelihood estimate, modified five-parameter log-normal distribution, triangular method

Highlights:

Introduces LN5 distribution and its modification and derives their characteristics.
Applies LN5 to data, compares them with existing models with superior performance.
Enhances approximation of distribution tails to better represent extreme values.
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1. Introduction

Exceedance curves are essential in analyzing hydrological and climatological
data, offering insightsinto the likelihood of surpassing specific values, crucial for
developing empirical or theoretical models. These curves, essentially inverse
survival functions, often employ the three-parameter log-normal distribution

(LN3) (Sangal and Biswas, 1970), Weibull or gamma distributions. Also more

flexible alternatives to these classical choices as generalized Weibull distribution

(Mudholkar et al, 1996), generalized gamma distribution (Cox et al., 2007), or

two-piece distributions (Rubio and Hong, 2016) were suggested in literature.

However, these distributions may not accurately represent all data ranges,

especialy in small drainage basins, and can lead to unrealistic extrapolations at

extreme probabilities (Budik, 2018). We propose the five-parameter log-normal
distribution (LN5) and its modified version (MLN5) as superior alternatives,

providing better fits and more accurate extrapolations (Budik, 2018, 2019).

Contributions, briefly suggested LN5 and mLN5 distributions, omitting the

derivation of their functional characteristics. This paper details the functional

characteristics of LN5 and mLN5 and their application to real-world data and
shows the advantages of LN5 and mLN5 distributions compared to the
aforementioned distributions used in hydrological and climatological practice.

The analysis of hydrological and precipitation data shows discrepancies
between the theoretical curves and actual measurements for the different
distributions mentioned above, especialy for the LN3 distribution, which is
commonly used in hydrological and climatological practice. Accurate midrange
estimation is crucial, but with climate change causing shifts towards extreme
events, estimating extremes becomes equally important. The LN5 distribution,
based on our experience, effectively addresses these issues, offering several
advantages:

a) Near-accurate modeling of exceedance curves and quality extrapolations for
large datasets across a range of probabilities, confirmed by a simulation
study (Budik and Budikova, 2020).

b) Enhanced modeling of extremely small and large values, crucial for
estimating probabilities of significant climatic and hydrological eventsin the
context of climate change.

c) Greater flexibility in modeling exceedance curves, alowing for precise
differentiation of regional climatic or hydrological characteristics.

d) Ability to detect some primary data processing inaccuracies in hydrological
data application.

€) When applied to long-term climatological and hydrological data, LN5 or
MLN5 parameters are interpretable and can reveal changes in these
quantities, correlating with climate trends and landscape drying.
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This paper presents the LN5 and mLN5 distributions’ density and
distribution functions, parameter estimation methods, and applications to real
data. We aso describe the triangulation method with inverse transformation, a
robust estimation approach for natural process-generated data. Previously, LN5,
mLN5, and the triangulation method were only suggested for one dataset in
conference proceedings; this paper provides a theoretical foundation and shows
its usefulness in broader context, specifically on applications on hydrology and
climatology data.

The paper is structured as follows: The Methods section discusses the
exceedance curve and itsrelationship to the survival function. The Theory section
introduces the LN5 and mLN5 distributions and covers methods for parameter
estimation. The Results section applies these findings to real data. The paper
concludes with a discussion on the approach’s advantages and limitations in the
final section. The appendices include theoretical derivations, an explanation of
alternative parameterizations, graphs of PDF and CDF functions, acomparison of
LMLE estimates for the Morava and the Dyje Rivers, and results from a prior
simulation study.

2. Methods

In practice, the empirical exceedance curve, theoretical exceedance curve (Lane,
2002), and survival function (see Fig. 1) are key concepts for analyzing the
probability of an observed variable surpassing acertain threshold, commonly used
in studying extreme events like floods, earthquakes, or financial market crashes.
The empirical exceedance curve plots the descending values of avariable (on the
vertical axis) against the estimated probabilities of exceeding these values (on the
horizontal axis). The probability of exceeding a given threshold is estimated as
the relative frequency of data points above each threshold. The theoretical
exceedance curve, derived from a probability distribution model, arranges the
guantiles of the chosen probability distribution in descending order on the vertical
axis, and the corresponding exceedance probabilities are plotted on the horizontal
axis. The theoretical exceedance curve can be used to estimate the probability of
outliers beyond the observed data range. The survival function, inversely related
to the theoretical exceedance curve, indicates the probability that the variable's
realization will exceed a specific value. It is crucial in assessing survival
probabilities or durations across various fields.
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Fig. 1. A. Theempirical exceedance curve (bluesolid line) and thetheoretical exceedance curve
(black dashed lin€). B. The empirical survival function (blue solid line) and the theoretical
survival function (black dashed line).

In summary, while the empirical exceedance curveis based on the measured
data, the theoretical exceedance curve is based on a model of the underlying
probability distribution, and the survival function istheinverse of the exceedance
curve. Obtaining the best theoretical exceedance curve is necessary to estimate
the magnitude of extreme events at agiven probability of exceedance. To advance
this modeling, we introduce the LN5 and mLN5 distributions for constructing
exceedance curves. The upcoming Theory section will detail new results
regarding the characteristics and parameter estimation methods of these
distributions. Subsequently, in the Results section, we will demonstrate the
application of these distributions to hydrology and climatology data.

3. Theory

In this section, we derive new LN5 distributions as generalizations of the three-
parameter log-normal distribution LN3 (Sangal and Biswas, 1970).

3.1. Fundamental five-parameter log-normal distribution

Let X ~ N(u,0?) be a normally distributed random variable with mean u and
variance o2. Let a, b € R*, y, € R. Random variable Y defined by the
transformation

Y = aexp(sgnX - |X|?) + y,, D
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which follows the five-parameter log-normal distribution, i.e, Y ~
LN5(a, b, u, 62, y,), and the parameter vector isdenoted by 8 = (a, b, u, 52, v,).

It is important to recognize that the parameters influence the shape of the
distribution function’s graph. The location parameter y, shifts the distribution.
Parameter a, shape parameter in general, is a parameter of scaleif y, = 0. The
remaining parameters b, u, o2 are shape parameters. In particular, u and o2
correspond to the mean and variance of an inversely transformed random variable

sgn(Y —a - yO)In%(((Y —y0)/a)¥r=am),

The probability density, cumulative distribution, and quantile functions of
the five-parameter log-normal distribution take the following form.

Probability density function

f(y.6)

( 1-b a 1 a 2
In» —Inb -
1 (y—yo).exp ( (y—yo) ) Y€ Goyo + )
V2rne by — o) 20? ' 0170 '
1=b 0, _ 1 0 —
1 InT (y ayO) (Inb (y ayo) _ H)Z . ( . )
. - expy — ) a, ),
V2o b(y = o) P 20?2 y = Do
0, otherwise.
Cumulative distribution function
(0, y € (=, ¥q),
B 1
1 I (=5) —#
=1+ ef , € Vo + ),
5 N Y € [yo. Yo )
F(y,0) =< |
- o
1 Inb (*22%) ~ u
-1+ ef , Yy € [yo + a, o).
2 20
\
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Quantilefunction

aexp{—[—u—\/za erf1(2a — 1)]b}+y0, a €,

-1 —
e {a exp{[u + V20 erf ' 2a — 1)]°} + y,, a &b,

where

=032

= (e )]

erf is the error function and derivation of Egs.(2)(4) and further details on
f(y,0), F(y,0), and F~1(a, 8) are listed in Appendix A of the Supplementary
material, while probability density functions and cumulative distribution
functions for various parameters are depicted in Appendix D of the
Supplementary material.

3.2. Modified five-parameter log-normal distribution (mLN5)

The density of the LN5 distribution with parameter b # 1 is not a smooth
function, which often does not align with the nature of the data. To address this
issue, we have introduced a novel version of the LN5 distribution, the mLN5,
which is achieved by modifying the transformation Eq.(1). Additional details can
be found in Appendix B of the Supplementary material, while probability density
functions and cumulative distribution functions for various parameters are
depicted in Appendix D of the Supplementary material.

Let X ~ N(u, 02) beanormally distributed random variable. Let a, b € R*,
and y, € R. Random variable Y, atransformation of X in the form

_ (aexp{sgnX - [X|"} + y,, Xl =1,

B {a exp{sgnx - |X|P*O-DO-IXDY 4y x| < 1, )

follows the modified five-parameter log-norma  distribution, i.e.
mLN5(a, b, 4, 02,y,), and the parameter vector is denoted by
9=(a,b,,u,02,y0).

We define function t that describes transformation Eq.(3) on open sets

138



(t1(x) = a exp{—(—x)"} + y,, X € Gy = (=, -1),
t,(x) = aexp{—(-x)P*- DD} 4y, x € G, = (-10),
ts(x) = a exp{x?*(1-DA-} 4y x € G3 = (0,1),
t,(x) = a exp{x?} + y,, x € G, = (1, ).

t(x) =

Let’s denote theimage of function t onagivenset G; asH; = t(G;),j = 1, ... 4
and define afunction 7; asaninversefunctiontothe t; on H; for j =1, ... 4,

a
— Yo

1
., (y) = —InE( )1 y € Hy = (¥, ae™ + ;)

<

1y—-y
1'4(y):Inb( a 0)7 y € H, = (ae+y,, ©),

where x = 1,(y) is the solution of equation y =t,(x) for y € H, =
(aet + y,, a +y,). Similarly, x = 75(y) isthe solution of equation y = t;(x)
for y € H; = (a +y,, ae+y,). Let 7';(y) denote derivatives of functions ;
with respecttoy forj =1, ... 4.

The probability density, cumulative distribution, and quantile functions of
the five-parameter log-normal distribution take the following form.

Probability density function

1
210 eXp{ [ ( )+ ] }'T'l(y)l, y € (¥, ae™! +y,)
1
— exp{- 55 10:0) 2}|rz(y)| y € (ae™ +yp,a+ o),

={ 1

100 2no exp{ 5=l () - #]2} 17’31, y € (a+yp,ae+yp), @
1
s exp{ o7 [Inb( ) u] }IT sy € (ae+yy, ),

0, otherwise.
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Cumulative distribution function

0, ye(‘°°| yO)y
[ 1 a
—=Inb { — —u
l’ —
F(yre): E 1+ f(%)]’ yE[ae_1+yO'a+y0)'
% 1+erf<T3(3//%0_H>], y € [a+ yo,ae+yy),
[ 1
InB Y—Yo _
% 1+erf<%>‘, y € [ae+y,, ).

Quantilefunction

(aexp{—[-u — V20 erf~t(2a — 1)]°} + y,,

t, (,u ++/20 erf 1(2a — 1)) ,
F Y a 0)=
ts (,u ++/20 erf1(2a — l)) ,
a exp{[u + V2o erf1(2a — 1)1°} + y,,
where

(o35
o )
<t o)
=)

I
I
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3.3. Parameter estimation

Estimates of the unknown parameters of the chosen probability distribution are
commonly obtained by the method of moments, the method of maximum
likelihood, or the method of relative least squares (Cohen, 1951; Johnson et al,
1994). Here, we describe two possible methods for five-parameter |og-normal
distributions. Similar transformations define both discussed distributions. Hence,
we describe methods of parameter estimation simultaneously. Theideaof thefirst
method is to minimize a specific loss function. The second method is based on
maximum likelihood estimation.

Let Y = (Y;,...,Y,) be arandom sample from the LN5 distribution or the
mLNS5 distributionand y = (y4, ..., y»,) be the realization of this random sample.
The LN5 and mLN5 distributions have parameters given by vector 6 =
(a,b,u,0%,y,), and 8 =(a,b,[,6%75,) denotes the vector of estimated
parameters.

3.3.1. Triangular method

The triangular method (see Fig. 2) is motivated by minimizing the difference
between theoretical and empirical cumulative distribution functions over both
probability and observed values. To accommodate for the non-symmetry of log-
normal distribution, observed values are inversely transformed to normal
distribution.

Estimated parameters @ minimize statistic K, i.e. ® = arg mingeoK (y, 0),

n

Uu; —u
K(Y: 9) = Z —L_theori Z(pl ptheorl . (6)
utheor i

i=1

Here, p; = — |saemp|r|cal probability; pepeori = F(y;, 0) is atransformation
of y; to range (0 1), where F(y, 8) is the probability distribution function of the
LN5 or the mLN5 distribution; any function u; = %(T(yi,a,b,yo) —u) isan
inverse transformation of observed values y; to standardized normal distribution,
where 7 is an inverse function to the function t; Ueor; = @ 1(p;) is
transformation of p;, where @ is the cumulative distribution function of
standardized normal distribution. The first term in K statistic Eq.(6) belongs to
the relative least sguares method, and the second term belongs to the probability
optimization method. The triangular method described here differs from the one
proposed in (Budik, 2019). In practice, it has been shown that using the value
Ugneor,; 1N the denominator instead of u; (see the method of relative least squares)
leads to a more accurate estimation of the parameters.
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Fig. 2. lllustration of the triangular method.

3.3.2. Local maximum likelihood method

Maximum likelihood estimate of parameters 6 is a vector Oy g =
(a,b,4,6%,7p), thet satisfies L(Byg]Y) = £(8]Y), V0 € 0, for agiven random
sample Y and the likelihood function £(8]Y) = [IiL, F(Y;,0). We refer to
1(8]Y) = In L(B]Y) asthelog-likelihood function.

Likelihood function for a observation of arandom sampley = (v4, ..., ¥,,)"
isgiven by

o1 1
L(6ly) = 1_[ N exp {—ﬁ[fj(%‘) - M]Z} Il j=1,....],
i=1

Vi€EH

where H = UleHj, H; are supports of the density function f from Egs.(2) and
(4), ] = 2 for the LN5 distribution and / = 4 for the mLN5 distribution.

It was shown that under certain conditions log-likelihood function of LN3
distribution approaches infinity (Cohen, 1951). One of the possible parameter
estimation methods is the local maximum likelihood estimate (LMLE).
Convergence to alocal maximum of the likelihood function has been shown for
LN3 distribution (Wingo, 1975; Griffiths, 1980). As the LN5 and mLN5
distributions are generalizations of the LN3 distribution, the log-likelihood
function 1(@|y) approaches infinity when y, —» min(y,, ...,¥,) for both LN5 and
mLN5 distributions. To find a reasonable parameter estimate, it is hecessary to
assume that y, < min(yy, ..., ¥,). Then log-likelihood function takes the form
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1 n n
1(8ly) = —n InV2m — n lno — Tﬂzl[rj(yi) — y]z + Z ln|r’j(yi)|, @)

for j =1,...,J. Theloca maximum likelihood estimate 8, ;g is the solution of
asystem of equations

21(0ly) _
26,

0, p=1..5 where 6,€0=1(ab,ud?y.

This system does not yield any analytical solution for all parameters.
However, the estimates of parameters ;. and o2 can be expressed as

S|k

1% z
ﬁ:EZTj (), 6*= Z[Tj(}’i)_.u]Z, j=1,...], 8)
i=1 i=1

which imply a possibility to obtain profile log-likelihood (Sprott, 2000) from Egs.
(7) and (8) asfollows:

l((a, b,,u)|y) = -nlnV2r —niné — g + Yy, ln|r’j(yi)|,j =1...J, (9
and estimate 8 g as amaximization of expression Eq.(9).

4. Results
4.1. Application in hydrology

To illustrate the capabilities of the LN5 and mLN5 distributions, we apply the
procedure described above to the data the Czech Hydrometeorological Institute
provided. They are two datasets; the first consists of n = 36160 observations of
the average daily flow (m3s~1) of the Morava River at the Kroméiiz station,
Czech Republic, the second set contains n = 29190 observations of the average
daily flow (m3s~1) of the Dyje River at the Podhradi station, Czech Republic.
The underlying process is time-based; however, long-term behavior is often
studied in hydrological practice, and it is commonly assumed that data are
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independent (Sangal and Biswas, 1970). Hence, we will consider provided data
as a random sample. Discharge measurements are not exact, and provided data
are rounded to two decimal places.

We compare the five-parameter log-normal distribution LN5 and its
modification mLN5 with generalized gamma distribution (Cox et al., 2007),
generalized Weibull distribution (Mudholkar et al, 1996), Cauchy two-piece
distributions (Rubio and Hong, 2016) and the three-parameter variant LN3
(Sangal and Biswas, 1970). We estimate the parameters using the local maximum
likelihood method with optimization by Nelder-Mead method, (Millard, 2013).
Estimates of parameters for log-normal distributions for the Morava and the Dyje
Riversaregivenin Table 1.

The log-likelihood for the distribution of mLNS5 is the highest, and the log-
likelihood for the distribution of LN3 isthelowest. Moreover, all distributionsare
compared using Akaike information criterialisted in Table 2.

Table 1. LMLE parameter estimates and log-likelihood for the random sample of daily
average discharge of the Morava and the Dyje Rivers for LN3, LN5, and mLN5
distributions.

a b i 52 Vo !
Morava LN3 - — 34550 08581 23797 -173479.0
LN5 984527 09610 -1.1396 0.8878 20099 -173454.5
mLN5 91.2712 0.9360 -1.0630 0.8983 17339 -173439.9
Dyje  LN3 - — 16497 08599 00928 -87366.5
LN5 25375 11975 07245 06311 -0.0874 -86671.71
mLN5 23037 12605 07673 0.6108 0.0199 -86655.36

Table 2. Akaikeinformation criteria (Al C) of the generalized gamma, generalized Weibull,
Cauchy two-piece, LN3, LN5 and mLNS5 distributions for the random sample of daily
average discharge of the Morava and the Dyje Rivers. The lowest value isin bold.

GenGamma GenWeibull Two-Piece LN3 LN5 mLN5

Morava 346985.0 348146.1 350879.4 346964.0 346919.0 346889.8
Dyje 173738.3 1735885 175270.2 1747391 1733534 173320.7

Figs. 3 and 4 show the relative differences between empirical and estimated
exceedance curves. See Appendix E of the Supplementary material for a
comparison of histograms with density estimates. The analysis of the relative
errors of the exceedance shows that, of the tested distributions, the mLN5
distribution is able to most accurately model both the middle part and the tails of
the exceedance curve, which is very important when describing extreme
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hydrological and climatological events. Deviations on the left side of the curve
are apparently caused by extreme values of flow rates, which do not correspond
to the expected course of the curve due to the length of the observed period. At
the right end of the curve, deviations are probably associated with measurement
errors of low flows.
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Fig. 3. Exceedance curvesfor theMoravaRiver. Upper: The empirica exceedance curve (black
dashed line) and fitted exceedance curves for the generalized gamma (blue line), generalized
Weibull (orangeline), Cauchy two-piece (green line), LN3 (red line), LN5 (light blueline) and
mLN5 (pink line) digtributions. Lower: Relative difference of estimated and empirical
exceedance curves.
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Fig. 4. Exceedance curves for the Dyje River. Upper: The empirical exceedance curve (black
dashed line) and fitted exceedance curves for the generalized gamma (blue line), generalized
Weibull (orangeline), Cauchy two-piece (green line), LN3 (red line), LN5 (light blueline) and
mLN5 (pink line) distributions. Lower: Relative difference of estimated and empirica
exceedance curves.

4.2. Application in climatology

To illustrate the mLNS5 distribution’s capabilities, we applied it to daily total
precipitation, average daily atmospheric pressure, and average daily air
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temperature datasets provided by the Czech Hydrometeorological Institute. The
precipitation dataset (mm) from the Zatec station includes 44739 observations,
with 17110 days of recorded precipitation. The atmospheric pressure dataset (hPa)
from the Dukovany station comprises 13514 observations, and the temperature
dataset (°C) from the Lysa hora station contains 21915 observations. For
temperature data, an aternative parameterization (Appendix C of the
Supplementary material) is necessary for the mLN5 distribution to prevent
overflow during parameter estimation.

Fig. 5 displays the empirical and estimated exceedance curves for the Zatec
station. Traditionally, exceedance curve estimation focused solely on days with
measurable rainfall. However, the application of LN5 and mLNS5 distributions
enables parameter estimation for exceedance curves on both precipitation and
non-precipitation days. While significant differences are evident between
empirical and estimated curves using the LN3 distribution, such discrepancies are
notably absent with the LN5 and mLN5 distributions.

precipiaten  {mim )
—

[ranly wdal
'
f

Probability of excecdance

Fig. 5. Theempirical exceedance curve (rain) for the Zatec station (black dashed ling) and fitted
exceedance curves for the LN3 (blue line), LN5 (orange line) and mLN5 (green line)
distributions.

For average temperature, we found that using values proportiona to
potentially radiated energy (according to the Stephan-Boltzmann law) instead of
Celsius degrees yields better empirica and estimated curve agreement. Fig. 6
shows the empirical and estimated exceedance curves for atmospheric pressure at
Dukovany and temperature (converted to radiated energy) at Lysa hora. The
graphs indicate a near-perfect match in the middle range, though a small sample
size may cause imperfections at the margins for pressure data. This mLN5
transformation can be extended to other climatological data, considering factors
like air humidity and sunshine duration and intensity.
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Fig. 6. The empirical exceedance curve (black dashed line) and fitted exceedance curves for
the mLN5 (blue line) distribution for atmospheric pressure A for Dukovany, and temperature
B for Lysahora.

5. Discussion and conclusions

In this paper, we introduced the five-parameter log-normal distribution (LN5) and
its modification (mLN5), offering aternatives to the commonly used three-
parameter log-normal distribution (LN3) (Sangal and Biswas, 1970), generalized
Weibull distribution (Mudholkaret al., 1996), generalized gamma distribution
(Cox et al., 2007) or Cauchy two-piece distributions (Rubio and Hong, 2016) for
hydrological and climatological data analysis. We provided formulas for their
probability density, cumulative distribution, and quantile functions, and outlined
parameter estimation methods. Future research could enhance these models,
exploring methods like moments estimation and properties of local maximum
likelihood estimates.

Hydrological and climatological data have unique characteristics, with
uncertainties in both measured values and exceedance probabilities. Traditional
least squares methods assume accurate exceedance probabilities but error-prone
values, while probability optimization assumes precise values but uncertain
probabilities. Our triangular method, minimizing deviations in both dimensions,
emerges as particularly suitable for such data. It is also effective for asymmetric
exceedance curves, common in hydrology and climatology. As part of exploring
the practical applications of the mLN5 distribution, we endeavored to model the
exceedance curves for medical data, and once again, we observed a highly
favorable agreement between the empirical and theoretical exceedance curves.
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The triangular method, particularly with inverse transformation, requires
data compatible with normal distribution transformation (e.g., LN2, LN3). While
this paper doesn't delve into the triangular method's theoretical aspects, our
simulation study (Budik and Budikova, 2020) (see Appendix F of the
Supplementary material) indicates its effectiveness, especialy in challenging
extrapolations. Its computational efficiency is proven in processing extensive
Central European climatological and hydrological datasets, with detailed results
to be published separately.

Natural processes often produce data that mixes distributions. For example,
flood-induced flow changes affect exceedance curve parameters and may even
lead to changes in the distribution itself dueto natural causes such as overtopping
of reservoirsthat may change flow mechanisms from groundwater to surface, etc.
We are currently developing a heuristic approach to enhance the accuracy of
modeling in such complex scenarios and anticipate publishing the results later.
Based on the analysis of hundreds of datasets on average daily flows, we have
concluded that there is a certain degree of inverse dependency between the
parameters b and a. As b increases, o decreases, and vice versa. Furthermore, for
streams with large catchment areas (on the order of 10* km?), the parameter b is
closeto 1. In contrast, for streams with smaller catchment areas, the parameter b
can deviate from 1 in both directions. Its values are influenced by the geological
characteristics of the catchment, the quantity and quality of vegetation, and the
precipitation regime.

This study has several limitations. The LN5 and mLN5 distributions mark a
significant step in modeling exceedance curves, particularly for extreme event
probabilities, aiding in understanding and adapting to climate change. However,
the analyzed data may not always meet independence and identical distribution
assumptions. Our proposed procedures, considering data heterogeneity,
autocorrelation, and seasonality, have shown promising results in modeling
exceedance curves, but further research is needed in this direction. We focused on
two parameter estimation methods:. the triangular method and local maximum
likelihood. Other methods like Bayesian estimation or L-moments could be
explored, though they assume precise exceedance probabilities, often unmet in
real data. We acknowledge that utilizing a five-parameter distribution typically
involves significant computational intensity. A specific challenge in parameter
estimation arises from the non-smooth nature of the probability densities
associated with the LN5 and mLN5 distributions. Nevertheless, these drawbacks
are counterbalanced by the fact that both distributions effectively capture not only
the central tendency but also the entire exceedance curve. While analyzing the
average daily discharge on the Morava River and the Dyje River, it was revealed
that the mLN5 distribution yielded the lowest AIC value among the six
distributions investigated (refer to

Table 2). Furthermore, it exhibited the most favorable trajectory of relative
estimation errors, as depicted in Figures 3b and 4b. It's important to note that
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unlike earlier distributions used for exceedance curves, the LN5 and mLN5
distributions enable concurrent analysis of days with precipitation and those
without precipitation. Further research should aim to refine the mLN5 distribution
and investigate other potential models for better approximating hydrological and
climatological data.

Average daily precipitation totals, average daily temperature, and average
daily air pressure from the CHM| stations can be found at the following address:
https://www.chmi.cz/historicka-data/pocasi/denni-data/Denni-data-dle-z.- 123-
1998-Sh. Average daly flow rates are available for download at
https://isvs.chmi.cz/ords/f 2p=11002:HOM E:9046927352185:::::. The source
code related to this research is avalable on GitLab at
https://gitlab.ics.muni.cz/9607/In5.
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Appendices
A Five-parameter log-normal distrilation (LN5)

Let 7 be a real function Hx) = aexpfsgny-|x¥} + yo. Let 7| be an inverse function to the function 1 on H;

1G1) = (i, @ + yo), where Gy = (—e0,0), in the form r1(y) = — In* (;£-), and its derivative 7 (y) = In'F (3-).

1
Biy=w)
Similarly, let T2 be an inverse function to the function t on H> = 1(G2) = (@ + ¥, =), where Gz = (0, vo), in the form

N e 1 . N A = 1 1-&

T} =InF(ZR), 7, () = gy InF (52).
Let X ~ N(g,o2) be a normally distributed random variable and 2xl(x) be its probability density function. The
function #(x) is regular on open and disjoint intervals Gy, G, and function f(y) = L, 1 fitv)is a probability density

function of transformed random variable ¥ = 1(X) that has LN3 distribution, where

ax(r; ')l =

£ 7 o0 - mlnw) Pl veH,
0. otherwise.

Funetion fiy) can be expressed as

1 ) -exp{ (-t (35) !‘)1}'

5 v e (3o, 3o + a),

I - Logy 3
fo) = - S (ER) -cxp{ (1? (2:;1“)_#) }, v e (w +a, o),

e Bly=yn)
0, otherwise.
Let F(v,8) = _70, (. 8)dr denote the cumulative distribution function for the probability density function f(y,8) of

LLNS distribution with parameters 8 = {a, b, jt, 7, vo)". Let I/ ~ N(0, 1) be a random variable with ils cumulative dis-

tribution function ®(u) = %[l +erf| —)] where erf is the error function erf{x) = *ﬁ _Ll exp (—r*)dr. For transformations

*Corresponding Jlllll.Ul'
Email address: budikova@math.muni .oz (Marie Budikovid)
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Wy, o, we have

—In? (ﬁ)—.ﬂ In¥ (=2) —u
W= — Wy = —————
o o
n'F (= In'F (=)
dwy = ——————dt, dwy = —————
bt~ yo) bt —yo)
L Yo, B
Yy —+ —oo, a+ Vo pe
In? (55) —p v b (ER)-p
Wy n-M a
n—nE=— 2 Wi ———
o o

Let 2y € Hy, then

o « 1 Wb (L) (- Inf (%) - p)
Fiz;) = [ Odr + r . L exp ~ dr =
P Jwo ¥ ~

o V2o Bl —Yo) 20
Yo 1 ~In® (A=) —u
= —exp(~+wi)dw; = —[1 + &.rl( o ]
J‘ i Var )
Let z; € H,, then
|{‘
Vi 3+ 1 (!_m f ]Il ( ) }1)
Fe= [ oars f Fw' i) "xp(' 2 ]
1 (i) (Inf (2) — gy ) 0
- &X] dr = @ - —) = Do)t
[1\.\ Ve b(f—}‘o} ( ?,L‘r7 ( 0") :

X q,(w) ~of-4)- m(w) i (M]}

a a Aer

Combining terms F(z1), Fiz;). we obtain cumulative distribution function

0, ¥ € {—oa, Yol
1 nf ()
F3,0) = 5[1 + cn(—“z—r )l

%[l + t.rf(w)} y € [a + yg, o),

Y& Do, @+ Yol

3,

Let X ~ Nig, o) and F'(e) its quantile function F'(e) = g+ V2oerf ' (2a—1), for @ € (0, 1). Then the transformed

random variable ¥ = #(X), ¥ ~ LNS(a, b, g, o, o). has quantile function
Fle)=1(Fi'(a)) = a-exp {sgn(f-"\.](a'})|f-'_k1(a)|k} +¥, @c{01)

This is equivalent to
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aexp(~[-p- V2oaf'2a - U} +3. ach,
F e, 8) = [ }
aexp {[p + V2oerf '(2a — I)]b] + Yo ackh,
where
T = (0 [1 +ert( = } 5L ‘ [1 +erf(2)), }
B Modified five-paramerer log-normal disiviburion (mLN5)

Let function ¢ be a transformation

nix) = aexp| — (=x*) + yo, xe Gy =(-00,-1)

12(_\'} a expl { .x)b+{l—b)(1+.:]| + ¥, T e f:'g { l, U),
flx} =

r3(x) = aexp [xb1-0X1=3)) 4 3, xeGy=(0,1)

1(x) = aexp {(x"} + v, X e Gy =(l,c0)

Naow, the following expressions hold for the inverse functions:

Funetion 7(y) = — 1I1$(—a'~) is an inverse function to & on Hy = 1(Gy) = (. ae™ + yy), and its derivative satisfies

¥-h

= tn;v 5 ) Function - is an inverse function to r on Hy = 1(G2) = (ae™ + yo, a + ) and ma(v) = x

solves equation ¥ = (x) in form of equation

InfIn(;2-)]

[&+ (1 =b)(1 + x)]In(-x
1
Moreover, its derivative salisfies T(y) = l%(‘“rm(ﬁj , where

£0x) = aexp| — ()P =0 1 4 x(1 - B)(L + In(-x))].

Funetion 75 is as an inverse function to the function & on Hy = 1(Gs) = (@ +)y. a2+ ). and r5(y) = x solves equation
¥ = t3(x) in form of equation

In[In(==)] = [+ (1 - Byl —x)]In(x),
with derivative with respect to v given as 74(y) = [13(X)r—r, i) ! where
hix)=a cxp{x'"r'br}x'”h[l = x(1 - b)(1 + In(x))].

. ¢ . . ¥ i 1 o
Funetion 74 is an inverse function to the function 5 on Hy = 1(G;) = (ae + yo, o), that is 7y(y) = In* (=2

J, and its

derivative is T} (v) = ).

1
55-503 1
Let X ~ Nig, o) be a normally distributed random variable and gy {x) be its probability density function. Let
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function r(x) be regular on open and disjoint intervals (7, ..., Gy Then function f{v) "‘f__l [i(y) is a probability

density function of transformed random variable ¥ = #(X) that has mLNS distribution, where

sx(m N o) = Z=exp( - gklr0) - pPllrio0l  ye H,

e

Siy =

0, otherwise,

It can be shown that £,{x) > 0,x & Gy, and 75(x) > 0, ¥x € Gy, if b < by = 8,389, Hence function 7 is regular on
intervals (s, ..., Gafor 0 < b < bryay.
To abtain cumulative distribution function F(y, ) from known probability density function f(y,8), we evaluate

non-negative parts f;(v, 0). Let z; € H; denote endpoints of interval H; = {H::‘. Hf). f=1..., 4, then

b w1 1 ; yi
)dr = f exp{ — —I[r;( - (}’}Ir (n)ldr.
J:fj'j Py - rs ™

Letw; = % be transformations that modify this expression. Then we have for the bounds

T4 -
5, 0y T B
o

T 1 1572 1 241 REDC AN | T4,
Z — —co,ae ! 4y —— 2 a+yy—— £ oage+y — —=£ 0o — oo,

Then integrating density f{r.8) over sets [f,.... Hy gives

0,8 = 41+ erf(ZE2)] - 0,
M Hy il

H:f(r,ﬂ)d; 1+ erf(S)] - 31 +erf(=2)]

[ 7.0 = 411+ et(2)] - 1 +ert(z2)]
N - =

fle.@dr=1- %[1 +erf(2)]

iy

Hence

2y o ) | 1 T
Fiz;8) = [ () dt = r{]dmf fliode+ -+ r md,__[iJra J ]
A Jat 7 o iia N y #) f( \/1,.)

for j = 1,....4. This yields full form of cumulative distribution function F(y.8)

0, ye (oo, ¥a)
Fiy.8)=

%[1 +crf(’f'3;“)]. yeH,j=1,....4

Quantile function F~'(y,8) is obtained as an inverse function of cumulative distribution function /'(v,8). Let

yeH,j=1... . 4thenfora = %[J 1 erf(%)] = I;, we have

Ty =p4 V2oerf ' (2e Ljand y = .f,-(.u ' \""za'erf'ltﬁcr l}),
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where

L = (F(yo), Fiae™ + y0)) = (‘J' %|1 'eri(%)])-
b = [Fiae™ +yo) Fia + yo)) = I%|l rerf(—52)], 41 ”"'fﬁﬁ?)')
I = [F(a + yo), Fae + o)) = [%Il vorf( )], 31+ ert(222 |)
Iy = [F(ae-+ ), F(e)) = [+ enf(32)], 1),

C Alternative paramerrization

The five-parameter log-normal distribution and its modification can be written with alternative parametrization
with the potential to improve the numerical optimization of estimation methads.

Lety' = £, &' = o, then sgnX|X|* can be written as sgn(/ + ¢)|U + o, where X = p+clJ and U/ is arandom
variable with a standardized normal distribution, {7 ~ N(0, 1). Then random variable ¥ from the LN3 distribution is
in the form of

Y = aexpfsgn(lU + 1)U + 1/ P} + yo.
If [X] < 1, then [XFra-8X1-0D o g7 g pyrfbrl-bI-IXDpryloti-10-D Hance a random variable ¥ from the mLN3S

distribution can be written as follows

aexp {sgn(ll +p" )’ |U + '} + vo, X1=1,

aexp {sen(l7 + ") +#Jiblcl byl -L\'I}(u—')LI Hi-141 m»} + Yo, Xl <1,
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D PDF and COF funceions for LNS and miNS
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Figure 2: Probubilty density and cummbative distribation fonctions of the mLN3 distritution.
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E Comparison of LMLE extimates for Morava nad Dfe rivers
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159



F Sinudation suedy vesudts from [1]

A get of 100,000 values was generated from a standardized normal distribution N(0, 1), Seven distinet random
samples were selected from this foundational dataset, cach encompassing 10,000 data points. Values within these
samples transformed ¥ = aexp {sgnX - X[} + vy to derive values consistent with the LN3 distribution.

Throughout the sampling, the parameters were kept constant at the following values: b = 0.8, g = I, o = 1, and
Yo = 0. These parameters closely emulate the real cumulative frequency curves for daily water discharges. Here,
Yo = U represents scenarios where the watercourse becomes dry. The parameter a was set as (.294528, for more
details [1]. The simulation analysis revealed that among the methods evaluated in terms of parameter estimates (see

1} and extrapolation (see [1]), Triangular Method, Variant 2, emerged as the most optimal.

References

[1] Buddk, L. and Budikovd, M. (2020). Comparison of various methods of pammeters estimation of mLN5 distribution using simulation study.
In 19th Conference on Applied Mathematics, APLIMAT 2020 Proceedings, pages 170-179, Bratislava, STU.

Table 1: F fer aatimati puted for simulation samples of dataset with parameters a = 0294528, & = 0.8, ¢ = 1, and o = 1, The best fit is
denoted in bold, For the estimation of p the methods employed were: Relative Least Squares Mathod (RLSM), Probability Optirization
Method (POM;), Trangular Method, Vardant 1; combination of RLSM and POM (TM1), and Triangular Method, Variant 2: combination of LSM
and POM mcorporating an inverse transformation (TM2),

Method a i i &
Sample no. 1

RLSM 0.243358 | 0.782592 | 1.24503 | 1.057016
POM 0.223280 | (.770924 | 1.384804 | 1.104462
T™I1 0.274504 | 0.783096 | 1.094912 | 1.026296
T™M2 0.275616 | 0.789582 | 1.085200 | 1.015933
Sample no. 2

RLSM 0.238844 | 0.790799 | 1.269184 | 1.033957
POM 0210920 | 0.777133 | 1.442264 | 1.090933
T™I 0.268627 | 0.792766 | 1.121960 | 1.004279
TM2 0.269994 | 0.798859 | 1.111332 | 0.994402
Sample no. 3

RLSM 0.236678 | 0.789933 | 1.271358 | 1.034050
POM 0.210268 | 0.775730 | 1.438383 | 1.110359
T™1 0.270639 | 0789515 | 1.106404 | 1.022046
™2 0.275251 | 0.795143 | 1,081732 | 1.101214
Sample no. 4

RLSM 0.238520 | 0788103 | 1.267800 | 1.041082
POM 0.210255 | 0.772953 | 1.446264 | 1.08990
T™1 0.273279 | 0.787952 | 1.103734 | 1.016186
T™M2 0.275736 | 0.793663 | 1.084771 | 1.050257
Sample no. 5

RLSM 0.255029 | 0.777143 | 1.193399 | 1.050257
POM 0.227308 | 0.770170 | 1.345661 | 1.096242
T™I 0.281798 | 0.779331 | 1.0670624 | 1.021678
™2 0.286431 | 0.784197 | L.044230 | 1.010946
Sampleno. 6 | )

RLSM 0.235462 | D.786T03 | 1.283621 | 1.056514
POM 0.205117 | 0.774641 | 1.473530 | 1.117418
T™I1 0.259347 | 0.790325 | 1159128 | 1.028999
T™2 0.262668 | 0.794762 | 1.139972 | 1.019406
Sample no. 7

RLSM 0.245514 | 0.769837 | 1.255831 | 1.059999
POM 0.213389 | 0.760617 | 1.448668 | 1.119533
T™MI1 0.276621 | 0.773506 | 1.102148 | 1.022328
T™M2 0.283040 | 0,778053 | 10700653 | 1.009546
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Abstract— This study addresses the pressing issue of flood frequency analysisin Bosnia
and Herzegovina (BH), focusing on major rivers—Una, Sana, Vrbas, and Bosna. In light
of the global impact of floods on lives, property, and infrastructure, the research aims to
understand and predict these events, particularly considering climate change and
socioeconomic development. Employing goodness-of-fit tests such as Kolmogorov-
Smirnov and Cramér-Von Mises, the study identifies the most suitable probability
distributions for modeling river discharge data. Pearson 3, generalized extreme value
(GEV), and Gumbel distributions emerge as best fits, demonstrating variations across
rivers. The research emphasizes the importance of tail oring models to specific hydrological
characteristics, with the Bosna River best modeled by the Pearson 3 distribution and the
Sana River by the GEV distribution. Calculated return periods for extreme flood events
provide valuable insightsinto potential discharge magnitudes, highlighting the crucial role
of accurate probability distributions in informed risk management and infrastructure
planning. This study fills a critical gap in flood frequency analysis for selected riversin
BH, offering essential information for water resource management and flood risk
assessment in the context of ongoing climate change.

Key-words. flood frequency analysis, flood, L-moments, Bosnia and Herzegovina, river
discharge modeling
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1. Introduction

Floods are the most widespread and destructive natural disasters, endangering
many lives and causing damage to property, agriculture, and infrastructure
worldwide (Bldschl, 2022; Chen et al., 2021; Heinrich et al., 2023). In addition,
the damage caused by floods has increased in recent decades and is expected to
increase further, mainly due to socioeconomic progress and climate change
(Nguyen et al., 2020; Steinhausen et al., 2022). With an average of 163 events per
year, floods have contributed to 44% of all natural disasters affecting 1.6 billion
people around the world in the last two decades (CRED and UNDRR, 2020). The
total economic loss from weather-related natural disasters in the European
Economic Area amounted to 487 billion euros in the period 1980-2020 and can
be attributed to weather-related extremes (Shizhko et al., 2023). Fluctuations in
river flow regimes are primarily caused by climate change and human-induced
impacts (Khoi et al., 2019).

Recording the frequency of flooding eventsis necessary but challenging due
to the lack of hydrological stations and their limited geographical coverage
(Benito et al., 2023). Numerous studies conducted over the last decade have
investigated changes in flood events, their seasonality, and trends in Europe
(Arnell and Godling, 2016; Alfieri et al., 2015; Bertola et al., 2020; Bloschl et al.,
2019; Lehmkuhl et al., 2022; Tramblay et al., 2023). Flood eventsin northwestern
Europe have increased due to increased autumn and winter precipitation, while
lower precipitation and less snow cover, together with a significant warming of
the air, have led to a decrease in flood events in southern and eastern Europe
(Bloschl et al., 2019). Fang et al. (2022) reported a distinct regional pattern of
average flood dates in summer (Jun-Aug) in the Alps and in winter (Dec-Feb)
across western Europe and the Mediterranean region. Flood-related studies have
also increased in the southeastern region of Europe in the last decade. Some
authors used regional flood frequency analysis (Kavcic et al., 2014; LeiceSen et
al., 2022), while other studies for the same area focused on using a general flood
frequency and seasonality analysis (llinca and Anghel, 2022; Morlot et al., 2019;
Trobec, 2017). Overall, it can be said that a significant amount of flood studiesis
still missing (especialy in the Western Balkans region), which makes this
problem even more important, especially as floods have become more frequent in
the region.

Accurate and consistent forecasting of river flows is essential for many
purposes, such as water resources management, modernization strategies,
maneuvers, and maintenance activities (Samantaray and Sahoo, 2020). Flood risk
assessment is often carried out to reduce the damage caused by floods in a
particular location (Ahmed et al., 2023). In this regard, flood frequency analysis
(FFA) is crucia for flood risk assessment and management, as it provides
predictions of the frequency and intensity of flood events, which are essential for
planning infrastructure and defining risk-related measures (Pan et al., 2023). To
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ensure that flood dynamics and magnitude are accurately assessed, the most
accurate FFA requires a significant number of accurately observed peak
discharges (Bartens and Haberlandt, 2024). A statistical method such as FFA is
commonly used to determine the extent of flooding within a given return period
(Saj et al., 2016) and is often used in water management studies (Ahn and
Palmer, 2016). The conventional FFA approach extrapolates the tails of the
distribution to determine the probability and magnitude of extreme events by
fitting mathematical functions to the given data (LeSceSen et al., 2022). FFA is
essential to engineering practice to establish links between design variables that
correlate to a chosen hydrological risk (Saj et al., 2016).

In Bosnia and Herzegovina (BH), FFA is amost non-existent given that
numerous evauations of flood frequency covering the 1961-1990 period were
created, mostly for project studies, and they are not accessible to the general public.
For thisanalysis, we selected four hydrological profilesonthelargest right affluents
of the Sava River (SR) in BH (Una, Sana, Vrbas, and Bosna rivers). Four out of
five selected profiles have near-natural streamflow regimes, whereas the only
station influenced by the dam is DelibaSino Selo on the Vrbas River. In BH, the
two main causes of flooding are sudden snowmelt that happens in the late
winter/early spring or cyclone-originated precipitation. There has been anoticeable
increasein thefrequency of flooding events since the year 2000. Sincethe SR basin
ismade up primarily of impermeable rock layerswith adense hydrographic system
(Gnjato et al., 2023), most floods in BH have taken placein this part of the country
(Gnjato et al., 2024). Consequently, FFA is of great importance for engineering
practice, since severe floods in the SR basin in BH are predicted to be generated
more frequently as a result of climate warming. Hence, the principal task of this
research was to perform a comprehensive flood frequency analysis for the main
affluents of the SR in BH for the period 1961-2020.

2. Study area

Roughly 40% of the SR basin encloses the BH area, while the entire basin
encompasses territories of several adjacent countries. Starting in Croatia at the
mouth of the Una River and finishing at the mouth of the Drina River, the Sava
River flows 345 km through BH. The SR basin in BH encompasses centra
mountainous (Dinaric) and northern mostly plain (Peripannonian) areas which
make up around 75% of BH (Fig. 1). The northern lower areas of the basin
experience amoderate continental climate. In contrast, the mid and southern areas
of the basin are exposed to continental and mountain climates. The biggest Sava
tributariesin BH are the Una, Vrbas, Bosna, and Drinarivers. All aforementioned
tributaries of the SR experience pluvial-niva river regimes with maximum
streamflow values in the spring season, while minimum streamflows occur in the
summer (Gnjato et al., 2021).
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Fig. 1. Location of the Sava River basin dong with analyzed hydrological stations.

3. Data and methods

In this paper, a60-year (1961-2020) database of the maximum peak discharge for
each month for four gauging stations that are located in the BH (Fig. 1) was used.
Discharge data was obtained from the Republic Hydrometeorological Service —
Republic of Srpska. Statistical characteristics of these data sets and the whole
period are presented in Table 1.

Table 1. Descriptive statistics of monthly maximum discharge (m*s) at the selected rivers

River
Parameter

Una Sana Vrbas Bosna
Mean annual discharge (m®/s) 499.13 220.69 262.85 473.00
Standard error (m®/s) 13.05 6.14 11.48 15.53
Median (m*/s) 436.30 185.10 208.00 387.00
Standard deviation (m®s) 350.32 164.84 228.46 416.77
Kurtosis 0.874 0.838 0.79 0.82
Skewness 0.957 0.961 2.68 251
Minimum annual discharge (m*/s) 42.80 8.80 29.00 22.00
Maximum annual discharge (m®/s) 2059 1014 1752 4205
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To define the flood frequency at a specific site, the selection of a suitable
probability distribution is of crucial importance. We have considered the
generalized extreme value (GEV), Pearson type-lll (P3), Log Pearson type ||
(LP3) and Gumbel (GUM) distributionsfor the analysis of flood frequency at four
gauging stations at the four rivers in the northern part of BH. The probability
density function (pdf) and quantile function y(F) of these distributions are
presented in Table 2. These distributions are most commonly used for FFA in the
literature and are frequently applied in many countries (Petrovi¢ et al., 2024;
Cassalho et al., 2019; Drissia et al., 2019; Ul Hassan et al., 2019).

Table 2. Probability density and quantiles functions of the probability distributions

Distribution Probability density function f(y) Quantile function y(F)
GEV [1 k (y u)] exp[ [1 k(y u)]k{ p+ % [1 - ("09F)k]
_ Explicit analytical formis not
P3 apg OV — W 1eXD{ v ”)}
B a B available
_ y w(y) _ 1(22-1
LP3 fly) = e )\/— [ 5®) ) ] y() = uly) + o(y)x Z+2< 3 )]
1 y—u y—u _ —
GUM Sep [T ——exp (— . )] p — alog(—logF)

Hosking and Wallis (1997) introduced L-moments as linear functions of
probability weighted moments (PWM's), offering an alternative to conventional
moments. Computed from linear combinations of order statistics, L-moments can
be defined for any random variable Y with an existing mean. PWM was applied
for L—-moments calculation as outlined by Hosking and Wallis (1997):

Br = E{X[E.(x)]"}, 1)
where, r istherth order PWM and Fx(x) characterizesthe cumulative distribution

function (CDF) of X. Sample estimators (i) of the first four PWMs are explaind
in Hosking and Wallis (1997):
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ﬁO:m:l r.l:1X., (2)

n<J
B =20 [n(r;—__jl)]xor (©)
[(Z(nl)i?(n’ 22))] U) 4)
Bs =Xt [(nn_(]n)fri;(]n_—lz))(?;jg_;)] X(y (5

where, X is the rank of AMS with X1y which represents the highest value and
X that represents the lowest value. Regarding PWMs, the initial four
L-moments, signifying the mean, scale, skewness, and kurtosis of the
distributions, are established through linear combinations of PWMs (Hosking and
Wallis, 1997):

=B, (6)
A2 =2B1 = Bo (7
A3 = 6B, — 6B + Bo, )
A4 = 2085 — 308, + 128, — B, . ©)

Finaly, the L-moment ratios defined by Hosking and Wallis (1993) are
specified below:

L—Cv=12:%, (10)
_ _ A3
_ _ A

L—Ck—T4—l_2, (12)

where 7, isthe L coefficient of variation, 75 isthe L coefficient of skewness, 7,
isthe L coefficient of kurtosis.

The optimal distribution function was determined by employing the
Kolmogorov-Smirnov (K-S) and Cramer-von Mises (CvM) tests. Thesetestswere
selected for their robustness and reliability at different sample sizes, making them
particularly suitable for flood frequency analysis where sample sizes may be
limited. K-S and CvM tests are known for their ability to accurately assess
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goodness of fit even a minimum cell frequencies and provide a sound
methodological basis for determining the optimal distribution function (Petrovié
et al., 2024; LesceSen et al., 2022; Kousar et al., 2020). The K-Stest isfrequently
employed method for assessing the consistency of probability distribution
methods, delivering reliable results even with limited samples and minimal cell
frequencies. The approach involves computing the value of Dnax that represents
the maximum unconditional deviation between the cumulative extent of two
distributions, followed by comparison with the critical value of D to either accept
or reject the proposed set hypothesis (Bhat et al., 2019). In comparing two or more
theoretical distributions, the distribution exhibiting lower values of the Dmax
statistics is considered the optimal fit with the empirical data. The K-S test goes
asfollows:

Dinax = max|F,(x) — Fy(x)]| . (13)

Similarly, the Cramer—von Mises test evaluates the concordance between
empirical and theoretical distributions, with a diminished value of Nw indicating
acloser conformity of the distribution with the empirical data:

Nw? =—+FL, [R()-F®©. (14)

For further confirmation, the Monte Carlo approach was employed to assess
the performance of different probability distributions in modeling river discharge
data (Zorzetto et al., 2016). The analysis involved conducting 1000 simulations
to evaluate the Mean Absolute Error (MAE) and root mean squared error (RM SE)
for each distribution, which are defined as follows:

1 ~
MAE = 52?=1|Yi -3l (15)

RMSE = J%Z{Ll(}’i - 9:)?, (16)

where n isthe number of data points, yi is the observed discharge value, and y; is
the estimated discharge value from the probability distribution. For each
simulation, random data were generated using the parameters obtained from
fitting the Pearson 3, log-Pearson 3, generalized extreme value (GEV), and
Gumbel distributions to the observed discharge data. The MAE and RM SE were
calculated for each distribution, providing insights into their ability to accurately
represent the observed discharge values.
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4. Results and discussion

When analyzing the flood frequency, the main objective is to accurately and
rigorously determine the quantile values that define the range of low exceedance
probabilities, as there are usually no observed values. The goodness-of-fit tests
were performed to assess the suitability of different probability distributions for
modelling the discharge data of the Bosna, Vrbas, Una, and Sana rivers, with
further validation using the Monte Carlo approach (Table 3).

Table 3. Fit statistics and distribution selection for river discharge data

Goodness-of-Fit Test Monte Carlo Approach
) S K olmogor ov- Cramer-von
River Distribution Smirnov Mises MAE RMSE
Stat valp ue Stat valp ue
GEV 0.058 0.019 0.641 0.017 391.33 525.40
P3 0.061  0.008 0.751  0.009 400.56 533.40
Una LP3 0.754  0.000 161.2  0.000 1331.00 3028.60
GUM 0.058 0.013 0.635 0.018 377.23 487.70
GEV 0.076  0.000 0.752  0.009 440.54 768.10
Bosna P3 0.033  0.400 0.103  0.568 409.29 577.00
LP3 0.632  0.000 0.104 0.567 1817.68 4584.40
GUM 0.066  0.003 0.811 0.007 384.71 532.00
GEV 0.042 0.137 0.511 0.037 184.84 251.52
P3 0.048 0.065 0.512 0.037 188.02 250.78
sana LP3 0.590 0.000 96.315 0.000 231891 5907.70
GUM 0.050 0.050 0.682 0.014 176.06 227.55
GEV 0.085 0.006 0.479 0.045 230.96 382.37
P3 0.056 0.166 0.174 0324 221.52 317.40
Vrbas LP3 0.778  0.000 96.24  0.000 356.84 1993.68
GUM 0.091 0.003 0.547 0.030 205.74 289.00

In this study, no single distribution was identified as the best fit for all
gauging station locations. Similar results have been reported in several other
studies (Petrovi¢ et al., 2024; Drissia et al., 2019; Ul Hassan et al., 2019;
Castellarin et al., 2012) For the Una River, the LP3 distribution was found to be
the best fit, as it had the lowest values in both the Kolmogorov-Smirnov and
Cramér-Von Mises statistics. The P3 distribution was also identified as the best
fitting model for the Bosna river, which was confirmed by its superior
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performance in both tests. Conversely, the Gumbel distribution showed the best
fit for the Sana River and had the lowest statistics in both goodness-of-fit tests.
Finally, for the Vrbas River, the P3 distribution also performed the best and had
the lowest statistics in both tests. Graphical confirmation of the goodness-of-fit
results was achieved through a box plot analysis, which further underpins the
identified best-fit probahility distributions for each river system (Fig. 2).
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E ] =
= g g
= f ] - 1
£ | | i g 4 | |
A

= ] ' o] = T
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~ & 3 1 3 ™4 4 L i

Fig 2. Box plot presentation of the fitting resultsfor al considered distribution functions.

For clarity, a cumulative distribution function (CDF) chart was created to
further validate the results and strengthen their credibility (Fig. 3). This diagram
visually compares the distribution of observed discharge values with those
estimated using different probability distributions. The x-axis represents the
discharge values, while the y-axis indicates the cumulative probability of
occurrence. The CDF diagram shows that the |og-Pearson 3 distribution along the
x-axis deviates significantly from the observed discharge values, indicating alack
of fit. In contrast, other distributions show a considerable overlap with the
observed discharge data, indicating a better fit. Consistent with the conclusions
drawvn from the CvM test and the KS test, the CDF plot confirms that the
generalized extreme value (GEV) distribution, the Pearson 3 distribution, and the
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Gumbel distribution are best suited for modeling river discharge data. These
distributions not only have a good statistical fit but also closely match the
observed discharge values, which clearly demonstrates their suitability for the
analysis.

Sana River Lina River

"q._'!:|'!:1\: Il_iu'_r_ Bosna River
T
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Discharge (m/5) Discharge (m/s)

Fig. 3. Cumulative distribution function (CDF) analysis.

Even though resultsfrom FFA analysisin Slovenia(Zabret and Brilly, 2014),
overall Sava River basin (LeSceSen et al., 2022) suggest that GEV distribution is
the most appropriate for this region, from the presented results a single
distribution does not appear as the best fitting distribution for all rivers. The size
of the sample does not play adecisiverolein favoring any specific distribution or
estimation method. The Bosna River has the highest average of monthly
maximum discharge, and it is best modeled by Pearson 3 distribution, while the
Sana River has the lowest average of the monthly maximum and is best modeled
by GEV distribution (see Table 1). The results for Sana River are in good
accordance with the results presented by Morlot et al. (2019). The Pearson 3
distribution is more suitable for rivers that have lower values of the coefficient of
kurtosis and low values of the coefficient of skewness (see Table 1). These
sentences should be rephrased as follows: A crucia difference between our study
and that of Morlot et al. (2019) lies in the suitability of the log-Pearson 3
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distribution for the observed flows. Our results show that this distribution is not
suitable for the fluxesinvestigated, whereas Morlot et al. (2019) indicatethat it is
most suitablefor therivers Una, Vrbas, and Bosna. This discrepancy could be due
to differences in the data sets used for the analyses. In our study, monthly
maximum values were used, while Morlot et al. used daily discharge values. This
discrepancy raises interesting questions that should be investigated in future
research projects.

To improve the robustness of our study, we conducted a Monte Carlo
simulation to evaluate the performance of different probability distributions in
modeling runoff data. This approach provided valuable information on the
accuracy of thedistribution fit and the reliability of the runoff estimates (Table 4).
This comprehensive analysis ensures a more thorough understanding of the
predictive capabilities of the selected distributions and thus increases the
reliability of flood estimation, even for different return periods.

Table 4. MAE and RM SE comparison with Monte Carlo approach

M onte Carlo approach

River

MAE RMSE
Una 370.81 734.81
Bosna 320.74 127.12
Sana 434.82 480.35
Vrbas 113.23 342.62

The results of the Monte Carlo simulation, presented in Table 4, show the
performance of the model in simulating runoff datafor the Sana, Vrbas, Una, and
Bosna rivers. The MAE values range from 113.23 to 434.82 cubic meters per
second (md3/s), while the RM SE values range from 127.12 to 734.82 m3/s. Lower
MAE and RMSE values indicate better agreement between observed and
simulated runoff values. The resultsindicate that the model works relatively well,
especialy for the rivers Vrbas and Bosna, where the MAE and RM SE values are
comparatively lower. For the Una River, however, the model shows dlightly
higher errors, indicating that the discharge dynamics for this river can only be
captured with limited accuracy. Although the model shows varying degrees of
accuracy on the different rivers, its ability to approximate the discharge data with
reasonabl e precision underlinesits usefulness for the FFA.

A key objective of the flood frequency analysisis to determine the quantile
in the extreme upper tail of the best-fit distribution for the Una, Sana, Vrbas, and
Bosnarivers. Using the quantile function and the parameter values specific to the
best-fit distribution at each gauging station, we calculate the quantile estimates
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corresponding to return periods of 5, 10, 25, 50, 100, 200, 500, and 1000 years,
with 95% confidence intervals (Fig.4). The confidence intervals for each
distribution were determined as depicted in Anghel and Ilinca (2023).

Una River

Discharge (m /'5)

Discharge (m /s)

b W ] Jix | 200 i ] L L]
Return poriod {vears) Retum period (years)

Fig. 4. Calculated return periodsfor selected rivers.

The analysis shows increasing discharge values for different return periods
across severa rivers, including the Una, Sana, Vrbas and Bosna. These results
emphasize the importance of accurate probability distributions for estimating
extreme flood magnitudes, which are crucia for effective risk management
strategies in the northern parts of BH.

5. Conclusion

This study addressed the critical issue of flood frequency analysis in Bosnia and
Herzegovina, focusing on the major rivers-Una, Sana, Vrbas, and Bosna. The
global impact of floods on lives, property, and infrastructure underscores the
urgency of understanding and predicting these events, especially in the context of
climate change and socioeconomic devel opment.
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The comprehensive analysis included goodness-of-fit tests, including
Kolmogorov-Smirnov and Cramér-Von Mises tests, to identify the most
appropriate probability distributionsfor modeling river discharge data. Theresults
showed differences between rivers, with the Pearson 3, generalized extreme value
(GEV) and Gumbel distributions emerging as the best fits for different cases.
Graphical analyzes using box plots and cumulative distribution function (CDF)
diagrams visualy confirmed the statistical results and substantiated the
appropriateness of the identified distributions for each river system.

The study also highlighted that a single distribution is not universally
appropriate for al rivers, emphasizing the importance of tailoring the models to
specific hydrological characteristics. The Bosna River, characterized by the
highest average monthly discharge, showed the best fit with the Pearson 3
distribution, while the Sana River, with the lowest average, was best modeled by
the GEV distribution.

In addition, the calculated return periods for extreme flood events provided
valuable insights into potential runoff magnitudes for different return intervals.
The results emphasize the importance of accurate probability distributions in
estimating extreme flood magnitudes, which are essential for sound risk
management and infrastructure planning.

This research fills a critical gap in the analysis of flood frequency for the
selected rivers in Bosnia and Herzegovina and provides valuable information for
water resource management and flood risk assessment. As climate change
continues to impact hydrological patterns, the results of this study contribute to
our understanding of how different rivers respond to extreme events, helping to
develop robust flood mitigation and adaptation strategies in the region.

Future research could focus on extending the scope of this analysis to other
rivers and integrating more recent climate data to improve the robustness of flood
prediction models. In addition, the inclusion of socioeconomic factors and land
use changes could lead to a more comprehensive understanding of flood risks and
enable more effective management strategies.
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Frequency Analysis in the Sava River Basin in the Republic of Srpska” (Contract No. 19.032/961-
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Abstract— Validated hail observations are available from the hail suppression system
operated by the National Chamber of Agriculture since 2019. Using this dataset, large hail
(larger than a walnut) reports were collected from recent years. The environments of hail-
producing thunderstorms were reconstructed upon ERAS5 reandysis data, and
characteristics were sought between thermodynamic profiles and hodographs that could
help recognize the environmental conditions for potentially large hail-producing
thunderstorms. During the investigation, 52 cases over atotal of 35 days were examined.
Although the number of cases did not allow for statistical conclusions, the authors
identified similarities among the cases through ensemble sounding and hodograph analysis,
which could serve as useful operational tools for forecasters.
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1. Introduction

In Europe and globaly, large hail causes significant damage every year
(Changnon et al., 2009; Allen et al., 2020; Taszarek et al., 2020), and has aserious
economic impact, aswell (Pucik et al., 2019). Recent research indicatesagrowing
trend in the occurrence of large hail both in the United States and in Europe
(Battaglioli et al., 2023). However, it isdifficult to establish global criteriafor the
environmental conditions necessary for the formation of large hail due to the
strong influence of mesoscale processes unique to a region (i.e., low-level jet
shear-initiated tornado formation is rare in Europe, due to topography) (Taszarek
et al., 2023a).

Investigating the conditions for the formation of large hail poses asignificant
challenge, as models are limited by microphysical schemes, even in high-
resolution simulations (Dennis and Kumjian, 2017; Martius et al., 2018; Raupach
et al., 2021). Nevertheless, some features as indicators for large hail have been
recognized in past studies. Large near-surface storm-rel ative inflow contributesto
the development of wider updrafts (Peters et al., 2019, 2020), promoting longer
residence times of hailstones, athough excessively strong storm-relative winds
can aso be detrimental to hail growth (Kumjian and Lombardo, 2020; Kumjian et
al., 2023). Furthermore, the examination of storm-relative hodographs has come
to the forefront, namely a straighter hodograph can indicate more prolific hail
production in supercells (Kumjian et al., 2021; Nixon and Allen, 2022). However,
only from kinematic properties, it cannot be determined whether thereis potential
for large hail; a proper balance of instability, shear, and relative humidity is
needed for their formation (Nixon et al., 2023). Analyzing major hailstorm events
in Europe between 2021 and 2022, it was found that it isimportant for about 65%
of CAPE to be positioned below the —10 °C layer, and these events were also
characterized by relatively straight shear profile: sharp wind shift in the inflow
layer, and straight, elongated hodograph shape between 1 and 3 km (Pucik et al.,
20234). Furthermore, it was found that cell mergers (Wurman et al., 2007,
Komjéti et al., 2023; Pucik et al., 2023a, 2023b; Piasecki et al., 2023) and
boundary interactions can aso intensify storm severity (Maddox et al., 1980,
Markowski et al., 1998, Magee and Davenport, 2020; Pucik et al., 2023b).
Numerous researches have shown in the past decades that severe hail storms occur
regularly in the Carpathian Basin, these are based on either observations (Horvath
and Geresdi, 2001; 2003) or model simulations (Horvath et al., 2006; 2009;
Csirmaz, 2015). All of these studies relate the largest hailstone events to supercell
convection but did not provide approaches to assess the specific atmospheric
background conditions necessary for very large hail which could then be applied
in the operational forecasting workflow.

In this paper, we selected cases characterized by observed damaging hail
(walnuts or eggs-sized hail, these categories cover the size range above 3 cm)
recorded in the Nationa Chamber of Agriculture (NAK) hail observation
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database. Ensemble thermodynamic diagrams and hodographs were prepared
using ERAS reanalysis data provided by the ECMWF (European Centre for
Medium-Range Weather Forecasts) integrated forecast system. Despite the
relatively small number of cases, distinctive patterns are discernible, which
confirm the conclusions based mostly on previous numerical simulation studies
presented above. The results are detailed in Section 3.

2. Methodology

For theanalysis, werelied on the hail observation datafrom the NAK, which were
reported by generator operators of the hail suppression system, specifying the size
of fallen hailstones (wheat, pea, cherry, walnut, egg-sized hail) and the location
of each observation (longitude and | atitude of the town where the observation took
place). The system has been operationa in Hungary since 2018, and
meteorol ogist-validated data (hail observations compared against radar data) have
been available at HungaroMet since 2019. In this study, we examined westher
eventswhere damaging hail hasfallen. For this, we analyzed casesfalling into the
top two categories of the available size-category system (walnuts and eggs-sized
hail). These two sizes of hail were uniformly called large hail in this study. The
observation period spanned from the 15th of April to the 30th of September every
year, and we considered a five-year interval which yielded a total of 35 days
characterized by large hail size. Naturally, multiple hail observations were
associated with agiven day, resulting in atotal of 52 cases available for analysis.
Theauthors considered that if there were several large hail observationsonagiven
day (which may also result from the inconsistency of the detection system), then
the environment associated with each observation should be examined. As a
result, those weather situations where several large hail-producing cells have
formed dominate the statisticsto an extent in this study. ERAS5 data were used for
the investigation, namely, to find qualitative relationships between the
background conditions provided by the dataset and the hail size produced by
storms formed in these environments. The ERAS5 reanalyses, according to
research in recent years, are considered as one of the most reliable reanalysis
datasets (Li et al., 2020; Taszarek et al., 2020, 2021; Coffer et al., 2020), and
developed by the ECMWEF is available from 1940 to the present, with an hourly
frequency, ahorizontal grid resolution of 0.25° x 0.25° degrees, and atotal of 137
model levels.

Data selection was based on ERAS5 grid points closest to observation sites,
and the time was chosen to be the nearest hour preceding the observation, thus
representing a possible environment for storms producing large hail. Python
programs were developed to process the data, and the SHARPpy (v1.4.0bl)
software was applied for displaying soundings and hodographs (Blumberg et al.,
2017). A composite hodograph was also created from the u and v wind
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components of ERA5 data, using the 75th percentiles of the datasets at each given
level in order to examine the vertical wind profile from a storm-relative
perspective. For visualization, the Sam Brandt Hodograph Plotter [1 — GitHub]
was utilized, and arelative vertical wind profile was created for the right-moving
cell (conclusions drawn from left-moving cells were similar). To determine the
storm-relative winds, we shifted the coordinate system to the endpoint of the
storm motion vector. Consequently, this location became the reference point
(origin), rendering the storm motion vector to be represented as 0. From this point,
we recalculated the environmental winds for creating the storm-relative
hodograph.

In order to confirm the results extracted from 52 cases, we evaluated themin
six additional case studies. Among these six cases, we provide a more detailed
presentation of June 12, 2018 (Section 3.3), with the results from the other 5 cases
presented in the Appendix section (Appendix A1-A5). ERAS data were obtained
from the nearest grid point to these observations, and displayed on the
rawinsonde.com website [2 — Rawinsonde] (Taszarek et al., 2023b).

3. Results
3.1. Ensemble of ERA5 sounding

Having examined the ensemble of sounding data, we found some characteristics
that may generally promote the formation of large hail (Fig. 1). Our first
observation was that in the near-surface layer (up to approximately 850 hPa), the
ensemble of the analysis profiles exhibited greater spread, indicating that large
hail-producing thunderstorms can also occur in arelatively drier environment near
the surface as opposed to the expected relatively moist environment. The mean
dewpoint deficit on the lowest level was 6.3 °C, and the 75th percentile of the
dewpoint deficit was 9.4 °C. In drier cases, only air parcels driven by strong
forcing mechanisms could reach thelifting condensation level, thereby promoting
the formation of fewer but more intense cells with wider updrafts (Mulholland et
al., 2021). Secondly, in this layer (particularly in the lower few hundred meters),
northerly winds dominated in most cases, which could have facilitated surface
drying. Our next observation was that between 850 and 700 hPa (at the approximate
top of the inflow layer — Thompson et al., 2007) the ensemble of the dew point
profiles was close to the temperature profiles (reduced spreading), indicating a
relatively humid environment in this layer in the cases under study. The mean
dewpoint deficit was 2.4 °C and the 75th percentile of the dewpoint values reached
7.0°Cinthislayer. Moistening at the top of the inflow layer could have aided in the
rapid growth of hailstones (Kumjian et al., 2021). In the mid-troposphere, the
ensemble of profiles again exhibited greater spread, with cases where a strong mid-
level drying characterized the environment (mean dewpoint deficit = 10.9 °C, and
the 75th percentile of the dewpoint deficit = 16.3 °C at 500 hPa). So, large hail
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formed by rather varied moisture and CAPE profiles, very similarly to the results
found by Nixon et al. (2023). Furthermore, mid-level dryness—if itisnot too large
to suppress convection - can enhance downdraft, which will create stronger cold
pools, thus increasing secondary convection and formation of more graupel
particles that can affect hail formation (Miao and Yang, 2022).

SSaw <

!
|

Fig. 1. Ensemble sounding and hodograph based on large hail cases between 2018 and 2023 in
Hungary. On the thermodynamic diagram (lft panel), the red lines indicate the temperature
profiles and the green lines depict the dew point profile. The colors of the hodograph sections
represent different layers (red: 0-3 km; green: 3-6 km; yellow: 6-9 km; cyan: 9-15 km. The
bold lines represent thefirst date of the dataset. For the interpretation of the insets, see the help
(Blumberg et al., 2017).

Examining the ensemble hodograph, we found that northerly winds
dominated in the near-surface layer (as shown in the skew-T diagrams), and then
the wind quickly veered (turned counterclockwise) within the lowest 1 km layer,
followed by typically straight hodograph shape in the upper levels. To further
analyze the hodographs, we created a composite storm-relative hodograph
representing the 75th percentile of the u and v components of the datasets at each
given level. The results are discussed in the following section.

3.2. Composite hodograph

The shape of the obtained storm-relative composite hodograph exhibits
similaritieswith hodographs presented in previous studies (Nixon and Allen, 2022;
Kumjian et al., 2023; Pucik et al., 2023) (Fig. 2). The main similarity liesin the
weaker 0—1 km wind shear (based on the presented articles, strong wind shear in
the 0—1 km layer is more typical of tornado cases), as well as the elongated and
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relatively straight hodograph observed especially between 1 and 3 km. However,
it isinteresting to note that a dominant northerly wind component appears below
500 m, which quickly veers with height within the inflow layer. The vorticity
induced by wind shear in this layer is relatively large and streamwise for right-
moving supercells (500 m mean streamwise vorticity = 0.009 s1). Therefore, this
sharp wind shift could provide the necessary helical updraftsin the inflow layer,
which could be important for supercells producing large hail. It remains unclear
from the results whether a northerly wind component near the surface is a
necessary criterion. Inthislayer, arelatively high (~15 ms™) storm-relativeinflow
was apparent, which facilitated the development of wide updrafts (Peters et al.,
2019; 2020). However, storm-relative winds decreased with height, and weak
storm-relative winds were observed in the hail growth zone. Despite the low
number of cases, characteristics that appeared on the composite hodograph are
corroborated by the results of the aforementioned previous studies.

Fig. 2. Composite storm-relative hodograph crested from the 75th percentile of the u and v
components of each given level. The thickness of the hodograph represents the horizontal
vorticity magnitude generated by the verticd wind shear, and the colors depict the
streamwiseness of the horizontal vorticity relative to theinflow. The gray arrow representsthe
origina storm mation for the right-moving (RM) supercell.
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3.3. Archive case of 12 June 2018

Radiosondes are launched at 0000 and 1200 UTC every day. In Hungary, the
launches take place in Budapest and Szeged (situated 170 km distance apart),
making it very difficult to validate the conclusions drawn from reanalysis with
measurement data. In the absence of proper proximity soundings, we present some
cases from the period preceding the start of the NAK data collection period (i.e.,
before 2019), where large hail was reported by eyewitnesses, and nearby ERAS
soundings and hodographs are presented, generated by the rawinsonde.com
website from the grid points closest to the observation location.

On June 12, 2018, an elongated frontal zone approached the Carpathian Basin
from the west, with a warm, moist, unstable air mass accumulating in the warm
sector. The most favorable conditions for thunderstorm development were
primarily in the northwestern and northeastern thirds of the country. A small cluster
of thunderstorms reached the Hungarian border from Austria at 1200 UTC
(Fig. 3a), with its outflow gradually spreading southward and southeastward
(Fig. 3b). Along the outflow boundary at 1430 UTC, new stormsinitiated (Fig 3c),
and developed into supercells as they moved along the boundary (Fig. 3d).

Fig. 3. The outflow boundary (dashed green line) initiated new supercells (depicted by column
maximum radar reflectivity field) overlayed on visible spectrum satellite images on 12 June
2018 between 1200 and 1520 UTC (a-d). The white arrows represent the outflow motion of
the boundary.
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Dueto the outflow boundary, northern winds dominated near the surface, but
this was limited only to a shallow layer. The wind profile quickly veered due to
warm air advection, and we found a relatively straight, elongated hodograph
shape, especiadly in the 1-3 km layer (Fig. 4). The characteristics consistent with
the above-mentioned results (Fig. 1) are evident in both the thermodynamic
profile and the hodograph. Namely: adry layer near the surface, moistening at the
top of the inflow layer, mid-level dry conditions, a significant portion of CAPE
located below the -10 °C layer, northerly and veering winds near the surface,
strong (~15 ms™) storm-relative inflow, streamwise vorticity in the inflow layer,
relatively straight hodograph, and small storm-relative winds in the hail growth
zone (approximately the -10 °C to -30 °C layer).

ERAS | lat 47.00 | lon 17.50 | date 2018-06-12 1500 UTC
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Fig. 4. ERAS5 sounding and hodograph for June 12, 2018, at 1500 UTC generated by
rawinsonde.com webpage. The red line on the left pand represents the environmenta
temperature profile, and the green line depicts the dew point profile. The yellow shaded area
represents the total amount of potential energy available to the most unstable air parcel. The
wind barbs show the environmental wind at each given level. The colorsof the hodograph (right
top panel) represent different layers (purple: 0-1 km; red: 1-3 km; orange: 3-6 km; yellow: 6—
9 km; cyan: 9-12 km). The gray arrow depicts the mean motion vector, the empty circles
represent the motion direction for right-mover (RM) and left-mover (LM) supercells. For the
interpretation of the insets, see the help on the rawinsonde.com webpage.
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Based on observations, large hail was also reported in Ajka (Veszprém
county) on the Koponyeg.hu Facebook page [3 — K6ponyeg.hu] produced by a
supercell (Fig. 5). According to the ESSL (European Severe Storms Laboratory)
observation guide [4 — ESSL ], the largest hailstone could have reached a diameter
of 4-5 cm.

Fig. 5. Large hail observation from a supercell on June 12, 2018 around 1600 UTC.

4. Conclusion

In this study, we examined thunderstorms that produced large hail. We
investigated the environmental characteristics of the storms using ERA5 data and
attempted to find similarities in the thermodynamic and kinematic characteristics
of each case. Based on the ensemble diagrams (Fig. 1) and the hodograph created
from the 75th percentile of the dataset (Fig.2), we found the following
characteristicsin the environment of thunderstorms producing large hail:
e Large hail can form by various moisture profiles, and a considerable portion
of the cases is characterized by mid-level dryness and an inverted V profile
near the ground (high cloud base) with an average 6.3 °C dew point deficit.
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The 75th percentile of the dew point deficit was 9.4 °C, and the 25th
percentile of the dewpoint deficit was 3.1 °C near the surface.

e A significant portion (~60%, similar to Pucik et al., 2023b) of CAPE is
generated below the -10°C layer (more than 50% of the cases).

e Strong storm-relative inflow (~15 ms?) near the surface (more than 60% of
the cases).

e Sufficiently large (>15 m/s) 0—6 km vertical wind shear (more than 80% of
the cases).

e Typicaly northerly winds near the surface, which quickly veer in the lowest
1 km (more than 50% of the cases)

e Strong streamwise environmental vorticity in the lowest 500 m (mean
streamwise vorticity = 0.009 s?)

e Straight 1-3 km hodograph profile, weak winds at the top of theinflow layer
relative to the storm (more than 80% of the cases).

However, these conclusions were based on a small number of cases, and
although most of the results can be supported by previous studies, significantly
more data would be needed to strengthen these results. It must be further
emphasi zed that there can be caseswhere not all the conditions have to befulfilled
for large hail formation, as the cases were specifically selected when damaging
hail occurred. Although the aforementioned criteria can be good indicators for
their timely recognition, thus aiding the public warning system.

The ERAS data only allowed the examination of environmental kinematic
and thermodynamic characteristics, however, the authorswould like to emphasize
that cloud microphysical processes and PBL characteristics also play an important
role in the formation of large hail. Our future plans include a comparison of the
results of large hail events with those cases where only smaller hailstones were
observed. In addition, it may be worthwhile to expand the dataset with cherry-
sized haill (>2 cm) detections, thus a larger data set would be available to
determine stronger results. Furthermore, it is worth noting upon the case of 12
June 2018, that small-scale processes or weather objects (in that specific case: an
outflow boundary) can aso contribute to the intensification of thunderstorms.
These processes may not necessarily appear in NWP model forecasts and
especially not in reanalyses and thus are not visible in the preliminary
environment either.
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Abstract—Accession to the European Union has resulted in a remarkable step forward in
air quality protection in Hungary. At present, particul ate matter means the most significant
environmental health risk, and it is Hungary’ s most problematic pollutant: its concentration
exceedsthe EU limit values for longer periods under certain conditions. It is presented how
the rates and contributors of the PM1o and PM25 emissions varied in Hungary during the
two decades of the 2000-2021 period. Special attention ispaid to theresidential combustion
sector which is a key category in particulate matter emissions. Price elasticity of demand
of natural gas and other fuels are investigated together with the latest comprehensive
population census on conventional stoves and boilers used in the Hungarian households to
determine the possible measures that could be taken to improve and change the residential
heating habits.

Key-words. air quality measures, particulate matter emissions, residential combustion,
heating habits, Hungary.
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1. Introduction

Accession to the European Union has resulted in a significant step forward in air
quality protection in Hungary. Industrial emission and pollution related el ectricity
and heat production have been significantly reduced. Consequently, residential
solid fuel combustion, transport, agriculture, and illegal waste combustion have
become the most significant emission sources (e.g., European Environment
Agency, 2023).

In Hungary, three important factors have essentia effects on PM
concentrations: local anthropogenic emissions, long-range transboundary
transport and meteorological conditions (Ferenczi et al., 2021). Compiling
national emission inventories based on comparable international standards of UN
and EU is abasic associated tool for harmonizing model estimations on the level
of air pollution and rate of deposition. Further, it can contribute to evaluate the
risks for human health and ecosystems (Przybysz et al., 2014; Smon et al., 2020).
Among pollutants of anthropogenic origin, PM1o and PM2s play a distinguished
role in many European countries.

2. Trend of PM emissionsin the Hungarian inventory

Particulate matter (PM) is the general term used to describe solid particles and
liquid droplets suspended in the air. The chemical composition and size of these
airborne particles vary widely. Four types of particles should be reported in the
inventory: TSP (total suspended material, i.e. the mass concentration of
particulate matter), PM1o, PM2s, and BC (black carbon).

Small aerosol particles, especially black carbon, play animportant rolein the
formation of smog. In winter, in addition to sulfur-dioxide, one of the
characteristic components of smog during the heating period is black carbon,
which is formed during the imperfect combustion of carbonaceous fuels. Greater
particles are emitted into the air directly, mainly from residentia heating and
construction sites of buildings and roads.

Particulate matter contains microscopic solids or liquid droplets that are so
small that they can be inhaled and cause serious health problems (Saini et al.,
2022). Some particles, less than 10 micrometersin diameter, can get deep into the
lungs and some may even get into the bloodstream. Of these, particles less than
2.5 micrometers pose the greatest risk to health, as other risky substances (heavy
metals, bacteria, carcinogens) can bind on their surface.

At present, particulate matter means the most significant environmental
health risk and it is Hungary’'s most problematic pollutant: its concentration
exceeds the EU limit values for longer periods under certain conditions. Fig. 1
showsthe trend of aerosol particle emissions between 1990 and 2021 in Hungary,
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compared to the level of 2000. There is no definite trend for particulates,
emissions vary from year to year. However, between 2015 and 2020, particulate
emissions were characterized by a decrease, which began to increase again by the
year 2021.
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Hungary still has alot of work to do in reducing PM emissions. According
to the latest inventory report, the assumed reduction compared to the 2005 level
will not be realized based on the current trend. Fig. 2 shows the reduction
commintment made by Hungary compared to the level of 2005 and the real
emissions.
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Fig. 2. PM2;s reduction commitment compared to the level of 2005 and emissionsin Hungary.
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3. Distribution of PM emissions between inventory sources

In the next few figures, instead of the official breakdown of the four main sectors,
emission ratios of the sectors according to the actual end users are shown in more
detail. Graphs show the dominant role of hon-industrial combustion in particulate
emissions. Non-industrial combustion contains the use of fuels by households and
institutions as well as agricultural heatings. Figs. 3 and 4 show PM1o and PM2s
emissions, respectively, between 2000 and 2021 in Hungary in sectorial splitting.
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Fig. 3. PM o emissions between 2000 and 2021 (in asectoria splitting different fromtheofficial
four sectors).
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Fig. 4. PM25 emissions between 2000 and 2021 (in a sectoria splitting different from the
official four sectors).
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Both figures, but especialy PM2s emissions, which have more dangerous
health effects, show the dominant role of household burning. Based on the 2021
data, more than half of the total PM 10 emissions (58%) come from non-industrial
combustion (mainly from residential heating), the same ratio for PM25s is 78%,
and 68% of BC (soot) emissions can be linked to this source.

4. Composition of fuelsused in residential heating in Hungary

Fortunately, natural gas is the dominant fuel in Hungary. According to the 2016
microcensus survey, natural gas was used in nearly 62% of homes. In addition,
38% of the apartments (this means almost one and a half million apartments) are
heated with wood (also) and 3% with coal (also). If we add to this the 16% share
of district heating, 2% of electricity, etc., we are well over 100%, which means
that an apartment can have several types of heating materials. Almost one-fifth of
households, therefore, use both piped gas and firewood, and can even switch
between heating materials according to their price changes.

Particulate emissions must be considered in the case of solid burning (coal,
wood and wood waste, or possibly other waste). Given that the vast majority of
solid fuel heating devices currently operating in Hungary are decades old, while
the prevalence of modern, low-emission technologies (e.g., eco-fireplaces, pellet
burning, wood gasification boilers) can be put at a maximum of afew percent, the
trend of emissions is basically determined by the amount of fuel used. Fig. 5
shows the evolution of the coal and biomass fuel amounts used in households and
the emissions from them between 2005 and 2021 in Hungary.
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Fig. 5. Aerosol (PM2s and BC) emissions from residentid solid burning between 2005 and
2021 in Hungary.
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Let us examine the effects of price changes. Fig. 5 indicates an increase of
biomass combustion in households. The price of natural gas started to increase in
2005 which may have caused the increase in the use of fuel wood/biomass, which
was relatively cheaper compared to natural gas. This led to increasing PM
emissionsfrom 2008. After 2014, however, the price advantage of wood gradually
decreased, so the use of natural gasincreased again, and the use of firewood — and
with it the emission of particles — began to slowly decrease. Fig. 6 indicates the
changes in the usage and prices of natural gas and fuel wood.
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Fig. 6. The effect of fuel price changes on consumption between 2005 and 2021 in Hungary.

5. Waste burning in Hungarian households

Based on the investigations of the Clean Air Action Group of Hungary (2015),
unfortunately one third of the population burns waste in Hungary with changing
frequency during the year. Most people burn garden waste, 13% burn household
garbage, 6% burn treated wood, rags, clothing, and footwear. Plastics (in addition
to household waste) are burned by 3% and rubber by 1%. In arepresentative poll,
54% of the respondents considered that lack of knowledge, 35% that
irresponsibility, and 15% that poverty are the main causes of irregular residential
waste burning. The poll datais confirmed by the experiences of a ‘Do not burn
campaign’: in the examined area of Eastern Hungary, a third of the waste
disappears in the winter - in the stoves. Fig. 7 shows the amount (in tons) of
municipal waste collected by the waste collecting company during the year.
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Fig. 7. Amount of officially collected municipal waste in four years in HgjdUsag, Eastern
Hungary. Vertical axisindicatesthe quantity intons, while horizontal axisindicates the months
of theyear.

6. Conclusions

Particulate matter can be considered as the most significant environmental health
risk in Hungary: its concentration exceeds the EU limit values for longer periods
under certain conditions. It isobviousthat Hungary still hasalot to do in reducing
PM emissions. It should be taken into account that meteorological conditions have
significant influence on the measured PM concentrations and their temporal
variations. In addition, on annual average, the influence of transboundary
contributionsin PM concentrations could be dominant, and local regulatory policy
may only bring limited results (Ferenczi and Bozo, 2017). State of the atmospheric
environment could be evaluated through involving relevant monitoring and
modeling activities, partly based on official emission inventories.

Public opinion formation might help to persuade the population on cleaner
wood burning and the cessation of illegal waste burning. Many municipalities set
good examples in front and prohibits the debris and garden waste burning.
Legigdlation isneeded to prohibit the sale of low-calorific and high-sulfur coalsfor
residential heating purposes. Support for energy modernization of buildingsisto
be continued so that air pollution from heating could be reduced by half or even a
third, if adequate thermal insulation of the buildingsis also supported.
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Abstract— One of the most significant impacts of climate change on domestic agriculture
is an adverse change in rainfall patterns and an increased frequency of droughts. In our
study, we analyzed the daily rainfall data at the automatic hydro-meteorol ogical measuring
station of the Lower Tisza Water Directorate (ATIVIZIG) in Szentes from 1981 to 2000
and 2001 to 2020. The focus of our study was the change in precipitation patterns caused
by climate change and the phenol ogy-dependent water demand and related yield of field
cereal crops (wheat, maize). Theyields of wheat and maize grown on thetwo largest arable
land areas in the Szentes District and its wider region, the Southern Great Plain, between
2003 and 2020 showed a moderately strong correlation with changesin annua rainfall for
the farms studied. This pointsto a strong dependence on rainfall for yields, also taking into
account the risk of rainfall extremes. We found that in the second period under study, the
dispersion of both annual and monthly rainfall totals increased strongly but in an
insignificant way. The number of days with high rainfal increased by 19.3% and the
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number of days with extreme rainfall increased by 40.9%. Even larger increases were
observed for the highest five-day rainfall totals (62.1%).

Key-words: rainfall patterns, drought, globa warming, Southern Great Plain region,
Triticum aestivum, Zea mays, Helianthus annuus

1. Introduction

In anumber of studies, theincreasing frequency of extreme weather events has
been consistently highlighted (Hetesi et al., 2016; Sott, 2016), including
extreme precipitation patterns in the Carpathian Basin (Hetesi et al., 2023;
Janosi et al., 2023). There is a typicaly strong correlation between
precipitation patterns and crop yields, especially in areas where the only source
of water is natural precipitation (Varga-Haszonits and Varga, 2005). The
amount of water available for arable crops is not only a major determinant in
their survival but also in their productivity. Their growth, development, and
subsequent achievement of optimum yields require sufficient water (mainly
through natural precipitation), which enhances the domestic application of
water-saving agrotechnical solutions (Hetesi et al., 2022).

In addition to the amount of precipitation, its optimal temporal distribution is
also important. The critical periods in common wheat (Triticum aestivum) are the
tillering stage (Nyiri, 1993) and the period of generative organ development. During
this period, water shortage is particularly limiting for further development and
subsequent yield. If the amount of available water is insufficient, the yied quality
will deteriorate along with the amount of genetically available yidd (Alagl et al.,
2010; Xueme et al., 2010; Nouri et al., 2011; Ragheid et al., 2011;). In maize (Zea
mays), adequate water supply isimportant from the early growth period. While the
plant is smal, the rows are not closed, so there isahigh loss of water through direct
evaporation fromthesoil (Lacolla et al., 2023). The entirereproductive (grainfilling)
period requires the most moisture; rain fed production requires its tempora
alignment with the peak of seasond rainfall. Continued warming may cause an
asynchrony large enough to threaten yields, particularly from exposure of the silk-
tasseling phase to hot, dry conditions (Harrison et al., 2011). In Hungary, the
irrigation effect of maize is significant, with the crop's water requirements almost
always greater than therainfall of the growing season (Tamas et al., 2022).

Too little precipitation can lead to drought stress, which in combination with
other abiotic stress factors (e.g., extreme heat) can have an accumulative effect,
causing greater damage (Keles and Oncel, 2002; Barnabas et al., 2008). In
addition to the lack of precipitation, extreme precipitation also has a detrimental
effect on the development of cereals. Excessive precipitation and the high
humidity that often accompanies it can facilitate the growth and transmission of
many hydrophilic plant pathogenic fungi (Pal-Famand Rudolf, 2014). Moreover,

202



high precipitation also favors weed infestation, which causes significant
agricultural damage (Varga et al., 2002; Marton et al., 2013).

The Szentes District investigated in this study islocated in Csongréd-Csanad
County, part of the Southern Great Plain region of Hungary. The region has
excellent agricultural endowments, the largest area under wheat production (209
706 ha) and the highest total harvested weight (1 107 162 t) in the country (KSH,
2020, 2022). Comparably, maize ranks second among the regions, after the
Northern Great Plain region, in terms of area under cultivation (221 541 ha) and
total harvested weight (1 821 828 t) (KSH, 2020, 2022).

Our objectivewasto investigate the preci pitation patternsin the Szentes District
of the region, and to show their becoming more extreme during the year. In addition,
we analyzed the impact of varying rainfall on wheat and maize yield averages using
the example of alarge farm located on the outskirts of the village of Derekegyhaz.
These two arable crops were therefore chosen, because they cover the largest share
of the area under cultivation both in the region and on the farm under study.

2. Materials and methods

Our study was conducted in the Szentes District in the Southern Great Plain region
(Fig. 1). Szentes is the third most populous settlement in the county, situated on
the left bank of the River Tisza, and has been a Tisza crossing point since 1903.
It has low-lying, inhabited suburban settlements, which are on flood plains
exposed to floods and inland waterways. Both the water level of the river and the
local measurement of precipitation are a priority for water management and
disaster prevention. The Lower Tisza Water Management Directorate
(ATIVIZIG, 2024) measures daily rainfall at the Felséveker hydrometeorological
station in the municipality. Asit is standard, the rainfall totals are automatically
read at exactly 07:00 every day with an accuracy of tenths of a millimeter.

Hungary - M
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. /’">

Caongrid-Cuandd County

Fig. 1. Study area: the Szentes Didtrict in Csongréd-Csanad County, marked in yellow.
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First, we looked at annual and monthly variations in precipitation. To this
end, the period under study was divided into two equal timeintervals (1981-2000;
2001-2020). The precipitation totals and their standard deviations were then
compared. Our hypothesis was that the effect of climate change in weather
extremes would be observed: in the second period, we would observe a larger
variance in both annual and monthly precipitation totals, and that the second
period would have a higher number of off-average values (wesather records).

Precipitation extremes were investigated by calculating the main
climatological indices for the period 1981-2000 and 2001-2020. Tablel
summarizes the trends indices in Szentes, indicating the method of calculation. It
is noted that the four parametersin the first four rows of the table are not extreme
in nature, but rather refer to the variation in total precipitation. One of the most
important of the indicesis the standardized precipitation index, the calculation of
which is recommended by the World Meteorological Organization (WMO) in
order to characterize meteorological drought and for early warning systems for
meteorol ogical services of member countries (WMO, 2012).

To monitor droughts, the Standardized Precipitation Index (SPI) was
determined for the two study periods. Computation of the SPI involves fitting a
probability density function (PDF) to total precipitations for the stations of
interest. In this study, the gamma distribution is applied, and defined by its
frequency or PDF as:

G0 = [79(dx = s [{x@ Ve Rdx - forx>0, )

where X is the precipitation amount, & and $ are shape and scale parameters, and
I(o) isthe Gamma function (McKee et al., 1993). The o and f parameters have to
be estimated, to each time scale of interest (1981-2020) and for each year. The
maximum likelihood estimation was a so employed. The resulting parameters were
used to find the cumulative probability of an observed precipitation event for a
timescale. This was then used in turn to obtain SPI values classified into different
ranges of above and below normal values, in this way indicating the severity of the
drought or non-drought event (Table 2). Severa characteristics of droughts such as
magnitude, duration or intensity can be derived based on the SPI values. In order
to account for the probability g of zero rainfall to occur, the cumulative distribution
function (CDF) for the Gamma distribution is modified as:

H(x) =q+(1-q)G(x). )
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Table 1. Abbreviation and detailed method of calculation of the precipitation indices used

in this study
Precipitati M eaning, definition Calculation Units of
on index measur ement
DD Number of dry days, i.e., when 1 (Rgay < 1 mm) day
precipitation does not exceed 1 mm
RRO.1 Number of dayswith adaily n (Rgqy = 0.1 mm) day
rainfal total of 0.1 mm or above
RR1 Number of dayswith adaily n (Rgqy = 1 mm) day
rainfall total of 1 mm or above
RR5 Number of days with a daily 1 (Rgqy = 5mm) day
rainfall total of 5 mmor above
RR10 Number of days with a daily n (Rgqy = 10 mm) day
rainfall total of 20 mmor above
RR20 Number of dayswith adaily n (Rgqy = 20 mm) day
rainfall total of 20 mm or above
RX1 Maximum daily rainfall total mm
RX5 Maximum rainfall total within 5 Max(Raqyl, i +1,i+2,i mm
consecutive days +3,i+4)
SPI Standardized Precipitation Index Egs. 1 and 2. -
SDIl Simple Day Intensity Index: the (& P)/RR1 mm/day
average rainfal rate on , wet where Zpisthe yearly
days’ (R>1 mm) during the precipitation
period of interest (here year)
CDD  Thelongest period without Max(Rqqyi,i +1,...,i +n) day
precipitation, when consecutive daily when Rgqy <1mm
rainfall totalsarelessthan 1 mm
CWD  Thelongest period of precipitation Max(Raqyti i +1,...) day
when consecutive daily rainfall when Ryq, = 1 mm)
totalsreach at least 1 mm
R75 Number of days with moderate Raay > Rysy, Where R;sy, is day
precipitation the upper quartile of daily
precipitation in the period
under consideration
R95 Number of very precipitation days ~ Raay > Roso Where Rosy, is day
the 0.95 percentile of daily
precipitation in the period
under consideration
DS5 Number of dry periods longer than 5 days 1
DS10 Number of dry periods longer than 10 days 1
DS5N Number of days during dry spellslonger than 5 days day/period
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Table 2. Changes in the main climatological indices for the periods 1981-2000 and 2001-2020. (Source
of data: ATIVIZIG, 2024).

1981-2000 2001-2020 Change (%)
DD 1505 day 1590 day +5.6
RRO.1 2340 day 2513 day +74
RR1 1505 day 1590 day +5.6
RR5 614 day 683 day +11.2
RR10 285 day 340 day +19.3
RR20 66 day 93 day +40.9
RX1 52.3mm 75 mm +434
RX5 95.2 mm 154.3 mm +62.1
SPI -0.23 +0.24 -
CDD 44 day 46 day +45
CWD 9 day 8 day 111
SDII 638mm/iday  6.93 mm/day +87
R75 1735 day 1776 day +24
R95 351 day 364 day +37
DS5 334 345 +33
DS10 155 154 -06
DSEN 4163 4150 -03

The calculated precipitation probabilities were transformed into the
corresponding standard normal values, from which the SPI values were
subsequently calculated. Additional descriptions can be found in Edwards and
McKee (1997). The drought classification was based on the SPI (McKee et al.,
1993).

Finally, we tested whether there is a significant correlation between rainfall
and yields in wheat, maize, and sunflower fields. The rainfall data were obtained
from the ATIVIZIG measuring station in Szentes and the yields from a 300 ha
farm on the outskirts of the village of Derekegyhdz. Thesethree cropswere chosen
because they account for the largest share of the farm's production area. Likewise,
these three crops are the most widely grown in the Southern Great Plain region.
The dependence of wheat and maize yields on water availability is awell-known
fact in the literature. Both crops are rain-fed. Maize prefers more humid
conditions than wheat and is also drought-sensitive. Sunflowers (Helianthus
annuus) are moderately drought tolerant compared to wheat and maize. The
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rainfall requirements of sunflowers are highly dependent on their phenological
stage. As the plants grew during July, transpiration increased alongside the
expanding leaf area; therefore, sunflower water use increased and reached its
highest level in July or August. However, during the mowing period following
pan maturation, precipitation in the pan may be conducive to fungal infections
(Gulyaet al., 2018). Thus, the dependence of sunflower yield on precipitation was
used as a control in our study, and no correlation between the two variables was
expected. In contrast, for wheat and maize, we hypothesized that yields would be
strongly dependent on rainfall.

In our research, the normality of the samples was checked using Shapiro-
Wilk tests, which can also be applied to sampleswith asmall number of elements.
Where normality was met, we compared the standard deviations of the samples
using an F-test. Where normality was not met, Levene'stest was used to determine
the homogeneity of variance. At several sites, a two-sample Kolmogorov-
Smirnov test was used. This less well-known dstatistical test compares the
continuous distribution of two samples. This does not specify the common
distribution (e.g., normal or abnormal) (Naaman, 2021). Thetest'snull hypothesis
is that the two samples come from a population with the same distribution. The
null hypothesis can be rejected if the value obtained is greater than the critical
value from the table.

Statistical tests (linear trend estimates, F-tests, Shapiro-Wilk tests,
correlation analyses) were performed at a significance level of a = 0.05 in all
cases not specificaly indicated. In exceptional cases, different levels of
significance were used to demonstrate the conclusiveness of the computational
results. These are indicated in all cases. We used a significance level lower than
theusual o = 0.05, because the two-sample Kolmogorov-Smirnov tests are more
robust, weaker statistical tests (Marrozzi, 2009, 2013).

3. Results and discussion

Looking at the development of the annual precipitation sum (Fig. 2), the year
2000 was a year of extreme drought, even at the national level, and one of the
worst years for Hungarian agriculture due to the lack of precipitation. The annual
rainfall at the Felsdveker station was less than 300 mm (299.6 mm), which was
extremely low by nationa standards. Furthermore, it highlighted the
meteorol ogical drought vulnerability of the Southern Great Plain region dueto the
lack of precipitation. Szeged, located approximately 40 km south of Szentes as
the crow flies, recorded the lowest annual precipitation in 2000 in national
comparison, 203.3 mm (Szentes, 2023).

The year 2010 was exceptionally wet, with a national average of more than
one and a half times the multi-year average (169%) (HungaroMet, 2024). At
Felsoveker, a total rainfall of 848.4mm was recorded. In May this year,
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unprecedented flooding occurred on smaller rivers, and a further flood wave was
till flowing in June. The River Tisza, which borders Szentes, also experienced
flooding. September and December were also extremely wet months. In Szentes,
nine people were forced to leave their homes, which had become unsafe due to
the flooding (Nagy, 2011).
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Fig. 2. Annua rainfdl totals (mm) in Szentes between 1981 and 2020 (Source of data
ATIVIZIG, 2024).

The year 2011 brought a reversal of the trend, with prolonged periods of
drought and precipitation levels of less than half the long-term average. The
national precipitation total in 2011 was 404.4 mm, which is only 4.3 mm more
than the second lowest annual value (year 2000) since measurements began to be
taken (Fekete and Keve, 2020). The central region was the driest in the country
(HungaroMet, 2024). At the Szentes station, 341.9 mm of precipitation was
recorded in 2011, which is much lower than the national value.

Y ear 2014 (HungaroMet, 2024) was even wetter than 2010, when a total of
854.0 mm of precipitation was recorded at the hydrometeorological station. July
2014 was one of the five wettest Julysin the national statistics, which have been
kept since 1901. Although this month is one of the wettest months of the year in
alarge part of the country, it is also often a period of severe drought (Ambrozy et
al., 1990). The highest July precipitation in 2014, 237.6 mm, was recorded very
close to the station at Pankota near Szentes. The month of September 2014 was
also very wet, with several properties in Szentes at risk of flooding, low-lying
suburban houses and farmsin particular. Two thousand sandbags were transported
to the Szentes area by the disaster management team, whaose units from Szeged
and Hédmezévasarhely also took part in the clean-up. In Szentes, firefighters
pumped rainwater from three locations. According to climate research studies,
these record years are not clearly due to climate change, but they are an indication
of the weather becoming more extreme.

At the national level, annual rainfall totals have shown a downward trend
since 1901. In contrast, Szentes shows asmall, but not significant (R? = 0.0787)
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increase in annual precipitation totals between 1981 and 2020. The results of the
Shapiro-Wilk tests [W(20) = 0.96; p = 0.555; W(20) = 0.9; p = 0.039]
indicate that the annual precipitation totals for the period 1981-2000 follow a
normal distribution. The distribution of the data for 2001-2020 is very closeto a
normal distribution, but is not normally distributed at the 0.05 significance level.
Nevertheless, an F-test was used to compare the dispersion of rainfall amounts
over the two time intervals. Our hypothesis was that the extremes of precipitation
would move in awider range and occur more frequently. However, the results of
the F-test [SD, = 120.05,SD, = 137.70,F(19,19) = 0.8,p = 0.556] did not
show that the precipitation extremes increased significantly.

We aso examined how annual rainfal totals varied during the growing
season relevant for crop water requirements (from March 1 to October 31)
(Fig. 3). Similarly, the year 2000 was considered the driest year, while the highest
rainfall was recorded in 2014. There is no significant increasing trend in rainfall
amounts in this comparison (R? = 0.0507). Our two rainfall amount samples
(1981-2000; 2001-2020) are normaly distributed [W(20) =0.93,p =
0.163; W(20) = 0.93,p = 0.125], and therefore an F-test was used. Likewise,
the F-test did not revead any significant difference [SD; = 99.31,5D, =
122.80,F(19,19) = 0.7,p = 0.363] between the sample variances. The
variances within the growing season were lower than the variances in annua
rainfall totals.
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Fig. 3. Trendsin rainfal (mm) per vegetation period (from March 1 to October 31) in Szentes
between 1981 and 2020 (Source of data: ATIVIZIG, 2024).

Similarly, there is no significant trend (increase) in the number of
precipitation days per year between 1981 and 2020 (R, = 0.0015). The record
year of 2010 had an exceptionally high number of precipitation days 114, while
the years 1983, 2000, and 2011 had much fewer than 60 precipitation days on
average (Fig. 4).
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Fig. 4. Changes in the number of precipitation days between 1980-2020 (Source of data:
ATIVIZIG, 2024).
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The monthly number of days with precipitation (excluding outliers) follows
a normal distribution between 1981 and 2020 (Fig.5). Outliers, i.e., values
exceeding one and a half timesthe width of the interquartile range from the lower
to the upper limit of the range, are marked by circlesin Fig. 5. Outlier days were:
March 1988 (19 days), July 2014 (18 days), and October 2003 (20 days). In
October 2003, the national rainfall was well above the multi-year average, at
around 90 mm. The high precipitation was accompanied by cold weather, with
snow falling in several municipalities across the country on October 23-24, with
snow cover of more than 10 cm covering the surface for several days
(HungaroMet, 2024). At the Felséveker measuring station, 126.4 mm of

precipitation was recorded in October.
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Fig. 5. Changesin the number of precipitation days per month between 1981 and 2020 (Source
of data: ATIVIZIG, 2024).

Outlier days were recorded in June 2000 (1 day), December 2013 (1 day)
and December 2016 (3 days). It is noteworthy that five of the six outlier months
fell in the second half of the period under study (2001-2020).
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Two-sample Kolmogorov-Smirnov tests show that there is no significant
differencein the distribution of daily precipitation between 1981-2000 and 2001
2020. There is an increase in the number of days with low rainfall (maximum
10 mm per day) and an increase in the number of days with extreme rainfall,
which merits further research.

For the extreme precipitation study, increases were observed for most
climatological indices(Table 2, Fig. 6). Thisisinlinewith the spatial resultsfrom
observed data on the change in annual precipitation totals (1981-2020)
(HungaroMet, 2021a). The number of precipitation days (RRO0.1) increased by
7.4%. A precipitation day is defined here asadaily precipitation sum reaching 0.1
mm. The number of dayswith highrainfall (R;4, = 10 mm) increased by 19.3%.
The number of extremerainfall days (when the daily rainfall total reaches 20 mm)
has increased even more (40.9%). Increases in RR10 and RR20 have been shown
in several previous studies (Bartholy and Pongracz, 2004; 2005a; 2005b) for
several domestic stations (including Szeged, which is the closest to Szentes) in
the period 1976-2001. However, a further study (No. T-049824 OTKA grant,
final report) shows that RR10 and RR20 values are aready showing diverging
trends in the European region. In addition, climate models for long-term
Hungarian projections highlight the seasonal variability of the RR1 and RR10
indices. They show anincreasein RR1in summer and adecreasein RR1 in winter
for the period 2071-2100 compared to the reference period 1961-1990 (Pongrécz
et al., 2012).

The record for the highest daily rainfall (RX1) was 75 mm in the second
period under study (September 13, 2014). The highest 5-day rainfall was aso
recorded between September 10 and 14, 2014, with a value of 154.3 mm. By
comparison, thisvalueis approximately twice the average monthly 30-day rainfall
total for June 1991-2020, which isthe highest average rainfall total for any of the
months (HungaroMet, 2021b). This is a significant increase compared to the
record 5-day rainfall total of 95.2 mm in 1981-2000.

Thelongest period without rainfall between 1981-2000 was 44 days, but this
record was also broken between 2001-2020 with a 46-day period. The length of
the rainfall-free and rainfal-rich periods is important for determining drought
periods. Two-sample Kolmogorov-Smirnov tests show no significant difference
in the distribution of the length of the rainy season (D,,. = 0.22; K; =
0.47; p =0.98 > 0.05) and the length of the dry season (D4, = 0.11; K, =
0.65; p =0.79 > 0.05).

The simple daily rainfall intensity index (SDII) shows an increase of +8.7%
in the second period. This means that the average amount of precipitation per day
of precipitation hasincreased by this amount.
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Fig. 6. Changeof SPI valuesin Szentes between 1980-2020 (Source of data: ATIVIZIG, 2024).

In further examination of extreme precipitation events using the
Kolmogorov-Smirnov test we found that the distribution of the precipitation
amount neither for days with high precipitation (D4, = 0.1231; K, =
0.7016; p = 0.7085 > 0.05) nor for days with extreme precipitation (D,,qx =
0.1455; K, = 0.7628; p = 0.6057 > 0.05) differed significantly in the two
periods (Fig. 7). It is noteworthy, however, that for nine of the ten days with the
highest daily precipitation, totals fell in the period 2001-2020.
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Fig. 7. Digtribution (%) of rainfall totals on dayswith extreme precipitation (>20 mm) between
1981-2000 and 20012020 (Source of data: ATIVIZIG, 2024).
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Since national laws only consider the effect of daily maximum temperatures
and rainfall totals on drought development, drought statistics may be biased by
dayswith intense rainfall, ignoring the rolling effect of precipitation. An increase
in the frequency of dry days may result in a similar rolling effect, which can be
explained by soil water resources, soil water holding capacity, and itsfinite nature.

In our study, we investigated whether there is a significant relationship
(correlation) between annual precipitation and the yield of wheat and maize fields
on the farm near the municipality of Derekegyhéza, which share the two largest
area shares. Fig. 8 shows how sensitive the yield of different cropsisto rainfall.
A medium strong correlation (R? = 0.32) is observed for maize, which is
considered a drought indicator crop, and a medium strong correlation (R? =
0.20) for wheat. As a control, the yields of the sunflower fields occupying the
third largest area of the farm were also examined. Our origina hypothesis was
supported by the fact that sunflower yields did not show any correlation (R? =
4 x 107°) with rainfall.
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Fig. 8. Yidds (/ha) of maize, whest, and sunflower on afarm near Derekegyhéz and annual
precipitation data in Szentes between 1978 and 2020 (Source of data: ATIVIZIG, 2024,
Derekegyhéz farm, 2023).
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Thelowest yields shown in Figure 7 belong to the years 2003 and 2007, when
the growing season rainfall did not even reach 200 mm. The year with the highest
rainfall was 2014, when atotal of 633.6 mm of rainfall was recorded during the
growing season. Even so, thisis not the year with the highest average yields, which
pointsto theimpact of the high rainfall not being clearly positive (+78% compared
to the growing season average). The highest yield averages typically occurred in
years close to the multi-year rainfall average (2016, 2018, 2020).

A similar positive correlation was found between maizeyield (R2=0.21) and
wheat yield (R? = 0.10) and annual precipitation between 2006 and 2019 in a
study in Poland, but Poland has arainier climate than Hungary (Wéjcik-Gront and
Gozdowski, 2023).

The lack of a strong correlation can be explained by several factors, the most
important of which is the phenological, phase-dependent water demand of plants,
which varies during the growing season. The water requirements of plants are more
or less constant and are a well-known varieta characteristic. Like many abiotic
environmental factors, rainfall isoptimal for cropswithin arange. Too much rainfall
can lead to anaerobic soil conditions and soil erosion, asthe soil has afinite capacity
to absorb water. It can aso increase the growth and spread of weeds, pests, and
pathogens that require a wet and humid environment. Among pathogens, fungal
diseases such as rust (Puccinia sorghi, Puccinia striiformis, Puccinia triticina) and
fusarium (Fusarium sp.) are particularly susceptible to humid conditions. Among
pests, aphids (Aphidoidea) and |eafbeetles (Oulema sp.) are aso important.

It isalso worth comparing wheat and maize crop yieldswith buying-in prices
(Fig. 9). It can be seen that the two driest years (2003, 2012) had the lowest yields,
which drove up buying-in prices. In the years with better yields, prices fell.
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Fig. 9. Trendsin wheat and maize crop yieldsand average buying-in prices 2003-2020. (Source
of data: KSH, 2024; Derekegyhéz farm, 2023).
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An even more accurate relationship between crop yields and buying-in prices
would be obtained by inflation-adjusted prices. However, the drought year of 2012
isdtill striking, with only 182.3 mm of rainfall in the vegetation period and prices at
arecord high (whesat: 60 425 HUF/10 000 kg, maize: 56 697 HUF/10 000 kg). The
previous year, also dry, was also low, with 246.1 mm of rainfall. Thus, the high
buying-in price in 2012 probably reflects the rolling effect of the drought, just as
the fall in prices was delayed, the rise in yields appeared with a lag. Limited
storagetime also playsarolein this.

4, Conclusions

No clear upward trends in annual and monthly rainfall totals were observed over
the period 1981-2020; we did, however, demonstrate a non-significant but still
notable increase in the frequency of rainfall extremes. Dividing the period under
study into two equally long periods, we found that the number of days with high
precipitation increased by 19.3% and the number of days with extreme
precipitation increased by 43.4%. Theincrease in the frequency of intenserainfall
periods is even more significant. The highest five-day precipitation index was
62.1% higher in the second period (154.3 mm). There was also a change in the
distribution of rainfall totals. The probability of the occurring two extreme
conditions, the frequency of dry days and, in paralel, the frequency of extreme
precipitation days increased.

It would also be worth looking at the number of dayswith precipitation over
alonger time horizon. It is questionable whether the already significant decrease
in the national average (17 days per 120 years between 1901 and 2020) can be
observed here. It would also be worth knowing how the frequency of extreme
precipitation events has changed.

The dependence of wheat and maize yields on the amount of precipitation is
shown using the exampl e of the average yields of alarge farm from 2003 to 2020.
The drought-sensitive nature of maize, which prefers humid conditions, was
shown by the dependence of the yield average on higher precipitation. Wheat
yield averages were found to be less dependent on precipitation than maize, which
is consistent with the lower water requirement of the crop. This result confirms
therole of intra- and inter-annual rainfall forecasting in crop protection.
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Abstract— In Slovakia, the spatial distribution of precipitation is inhomogeneous, which
ismainly caused by the prevailing airflow of individual synoptic typesin combination with
a diverse georelief. The article examines the precipitation conditions of Slovakia for all
northern and southern types of cyclonic situations in the period 1991-2020. In the selected
area we worked with precipitation totals from 798 stations provided by the Slovak
Hydrometeorological Institute. We processed the separate dataset in Microsoft Excel and
created distinct layers of precipitation totals for al the situations studied in ArcGIS
software using a Python script. From the separate datasets, we created precipitation fields
for the average annual precipitation total and fieldsfor the percentage of the average annual
precipitation fallen during all northern and all southern types of cyclonic situations out of
the total average annual precipitation fallen during the whole period under study and for
each decade, respectively. Based on the results obtained, we can observe changes in the
frequency of occurrence and in the spatial distribution of precipitation, especialy for
southern, but also for northern cyclonic types of situations. These findings can be used in
practice in several fields, especially in synoptic meteorology, climatology, and hydrology.

Key-words. precipitation conditions, climate change, northern and southern cyclonic
situations, Slovakia
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1. Introduction

In terms of geographical location, Slovakialiesin atemperate climate zonein the
middle of Central Europe (Fig. 1), where different air masses (arctic, polar,
tropical) alternate throughout the year. The distance from the Atlantic Ocean or
the surrounding seas meansthat Slovakia's climateistransitional between oceanic
and continental. It is, therefore, very important what synoptic situation brings
atmospheric precipitation to our area.
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Fig. 1. Location of Sovakia within Europe. (Source: Freeworldmaps, (2023), own
modification)

Slovakia is a very rugged country in terms of relief. It is made up of the
lowlands of the Pannonian Basin, basins, and the Carpathian Mountains. These
lowlands, basins, and mountain ranges are part of a verticaly and horizontally
extensive geomorphological system on the surface of the earth, namely the
Alpine-Himalayan system. Thisextends from northern Africa, across Europe, into
southern Asia. In terms of geomorphology, Slovakiais divided into sub-systems,
provinces, sub-provinces, areas, units, sub-units, and parts (Mazir and Luknis,
1978).

The orographic conditions and the diversity of the georelief of Slovakia
imply considerable contrasts not only in altitude but also in temperature,
precipitation, soils, geological composition, vegetation cover (Luknis et al.,
1972). We were interested in the different precipitation patterns at the level of
geomorphological units, depending on the altitude and mass of the
geomorphological unit, uneven distribution of precipitation can occur at different
distances from it. Precipitation is a key element of climate that determines the
availability of freshwater, and soil moisture levels and can have a significant
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impact on society (Nikolova et al., 2013). The knowledge gained about
precipitation variability can carry important information about climate change.

In addition, knowledge of the behavior of different types of cyclonic
situations can help us in issuing both meteorological and hydrological warnings.
Therefore, the main aim of article is to investigate the changes in precipitation
ratios and different distributions of precipitation in Slovakia under northern and
southern types of cyclonic situations.

2. Theoretical background

The average annual rainfal is variable, mainly due to the topography, even though
Sovakiaisardatively small country. In Slovakia, the average annual rainfall ranges
from less than 500 mm in town Galanta, town Senec, and the eastern part of riverine
island Zitny ostrov to about 2 000 mm in the High Tatras (SHMIa, 2023).

The spatia distribution, variability, and trends of precipitation have been of
interest to several authors around the world (Arora et al., 2006; Meseguer-Ruiz et
al., 2019). In addition, in recent years, authors have aso been interested in the
extremity of precipitation events themselves, which are generally increasing
(Casanueva et al., 2014; Igbal et al. 2019; Markovic et al., 2021)

For our purposes of caculating the share of the average annual precipitation
fallen during different types of cyclonic situations in the tota average annual
precipitation, we have prepared a map of the average annua precipitation falen
during the period 19912020 (Fig. 2). Maps of average annual totals can aso be
found processed by the authors Fasko and S'astny (2002) for the period from 1961
to 1990 or in the Climate Atlas (Bochnicek et al., 2015) for the period from 1981 to
2010.

Fig. 2. Average annual precipitation between 1991 and 2020 (Source: SHMI data, own
processing).
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Sobisek et al. (1993) define weather typing as a system of synoptic typesthat
have been created using daily synoptic maps for meteorological forecasts,
climatological assessments, etc. Classification of synoptic typesisthe assignment
of aclassification type to each day, even if the weather on that day does not meet
the characteristics of that type (Benco, 2009). This is because both the
atmospheric circulation and the synoptic type itself are dynamic and constantly
changing mechanisms.

In the past, different synoptic classification of weather situations were used
for territory of Czechoslovakia. The oldest was by Hess and Brezovsky (1952), in
Katalog der Grosswetterlagen Europas. This classification, originally developed
for the western German territory, did not gain widespread acceptance in our local
climatic conditions. Subsequently, several modified synoptic classification were
created by Rein (1959), Bradka et al. (1961), and Cerveny (1965).

At present, the synoptic classification according to the Hydrometeorological
Institute under the then leadership of J. Bréadka, described in detail in the
Catalogue of Weather Situations of the Czechoslovak Socialist Republic (Bradka
etal., 1968), isvalid for our territory. This contains 25 sample synoptic situations,
of which 10 are anticyclonic and 15 cyclonic. All types are characterized by a
certain flow direction or its short-term changes, the pressure field regime, the way
of transition of individual frontal systems, and the air masses flow or their
aternation. A detailed description of all types of cyclonic situations can be found
on the SHMI website (SHMIb, 2023). Cyclonic situations differ from each other
not only in their characteristics, and the trgjectory of movement, but also in the
spatial distribution of precipitation, different intensities of precipitation, and
different occurrences within a calendar year. Since 1991, the Czech and Slovak
sides started to prepare their proposals for the types of situations throughout the
year separately (Czech Meteorological Society, 2023).

The northern types of cyclonic situations are characterized by the
predominant flow from northern directions into our area. NWc (northwest
cyclonic situation) and Nc (north cyclonic situation) bring moisture and
associated precipitation processes to our area mainly from the northeast Atlantic
region. The NEc (northeast cyclonic situation) has a moisture source in the
Mediterranean area, which can be deduced from the prevailing flow in Fig. 3. The
center of the cyclone in this type of situation is generally in the Balkan region,
based on which the prevailing northeasterly flow isin our area.

222



Prevailing winds

Low pressure
area

. | i
] D High pressure
O

anticyclone

Fig. 3. Schematic representation of the surface pressure field in Europe during different
northern types of cyclonic situations (Source: SHMI, own processing).

The southern types of cyclonic situations are characterized by the opposite
of the northern types by the flow from the southern directions into our area
(Fig. 4). SEc (southeast cyclonic situation) brings to our area precipitation from
the Adriatic region, where the center of its “controlling” cyclone is generaly
located. Situations SWcl, SWc2, and SWc3 (southwesterly cyclonic situation of
type 1, type 2, and type 3) bring moisture to our area mainly from the eastern
Atlantic region. The SWcl situation is more meridional compared to the more
zonal SWc2 and SWc3 situations, which may give rise to shallow frontal waves
in the northern Italy area, which advance northwards across our territory in this
type of situation.
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Fig. 4. Schematic representation of the surface pressure field in Europe during individual
southern cyclonic types (Source: SHMI, own processing).

However, in this case it is a traditional (subjective) classification. Due to
continuous development (objective), algorithmic methods of circulation
classification are commonly used in most European countries. Among a number
of algorithmic methods, the Simulated Annealing and Diversified Randomisation
(SANDRA) classification scheme (Philipp et al., 2007) is a quite reliable and
widely used aternative. SANDRA is based on conventional k-means clustering.
It is numerically less expensive and overcomes many limitations of established
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automatic clustering methods (Hansen and BeluSié, 2021). Numerous studies
have been developed in Europe, investigating the relationship between
climatological variables and circulation patterns expressed by different
classifications of circulation types. The differences in the construction of various
typesliein their adaptation to the geographical and atmospheric conditions of the
domain or subdomain. A comparison of circulation type classifications from the
COST733 action "Harmonisation and Applications of Weather Types
Classifications for European Regions' can be found in Beck and Phillip (2010).
The use of the traditional subjective method (e.g., in the case of the Czech
Republic and Slovakia) isstill applied despite the advanced classification methods
(Reho et al., 2020). A comparison of traditional subjective and objective
classification methods analyzed for conditionsin Central Europe can be found in
Rehor et al. (2021). The reason for choosing atraditional subjective classification
method was to maintain consistency with previous publications to which this
paper is directly related.

3. Material and methods

The analysis of changes in precipitation conditions was based on precipitation
totals from the SHMI precipitation gauging stations throughout Slovakia in the
period 1991-2020. The station network had 798 stations over the 30 years under
study, with precipitation totals measured steadily at approximately 600 stations
each year. Station network wasrelatively evenly distributed, except for the highest
parts of Slovakia. For the statistical treatment of all northern and southern types
of cyclonic situations, we used a classification of synoptic types based on the
Catalogue of Weather Situations of Czechoslovakia (Bradka et al., 1968)
available in the Calendar of Individual Weather Situations (SHMIb, 2023). Since
1991, the Czech and Slovak sides started to prepare their proposals for the types
of situations throughout the year independently (Czech Meteorological Society,
2023). Therefore, it was important to investigate the issue from 1991 at the
earliest, so that the homogeneity of the datawould not be disturbed.

In the Microsoft Excel environment we statistically processed the individual
wegther situations studied, for which we used the aforementioned calendar of the
synoptic classification. Based on it, we recorded the number of days with the
occurrence of southern and northern cyclonic situations together but aso
individualy. Then we created a line graph with a linear trend, which showed the
evolution of thetotal number of days of all southern and northern types of situations
in the studied period. We further detailed each situation (NWc, Nc, NEc, SEc,
SWecl, SWc2, and SWc3). For each year under study, warm half-year (April to
September) and cold half-year (October to March), we recorded the number of days
with the occurrence of each situation. After then we created a line graph for each
situation that displayed the 5-year moving averages of the number of days with that
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situation in the year, warm half-year, and cold half-year. Because of the huge
variability in the occurrence of individual northern and southern cyclonic
situations, we preferred to work only with the 5-year moving averages, since using
alinear trend would result in a coefficient of determination (R?) closeto O.

However, annual and daily precipitation totals (from 7.00 a.m. to 7.00 am.
of the following day) were the subject of the main treatment. Additional but
important data were geographic coordinates, indications, and names of rain gauge
stations. Precipitation total swere sorted in the Microsoft Excel environment based
on the cyclonic types studied according to the calendar of individual weather
situations (SHM b, 2023). Furthermore, annual and daily precipitation totals were
processed in ArcGI S software using the Topo to Raster interpolation method. The
af orementioned method cal culates an estimate of the interpolated value from four
adjacent points using an iterative finite difference method (ArcGIS, 2024).
According to Sercl (2008), theisolines produced by thisinterpolation most closely
resemble the isolines that would be a map would be drawn by an experienced
expert. In addition, a script in Python environment was used to streamline the
creation of the individual partial raster for spatia distribution of precipitation
(referred to as rasters hereafter). A simplified flowchart of the processing of the
resulting maps is shown in Fig. 5. The detailed methodology can be found in the
work on Precipitation conditions of Slovakia in northern and southern cyclonic
situations (Zaujec, 2022). However, this article is based on adjusted partial rasters
that were created only when processing the average annual precipitation totals of
al individual cyclonic situations (Halaj and Zaujec, 2023).

To create maps of average annual precipitation totals of al northern and
southern cyclonic types, respectively, we summed all partia raster of the entire
period and divided them by the number of years of the period under study (the
entire 30-year period, or 10 years). We then obtained the resulting raster from
which we could create individua maps (Figs. 9 and 10). In each quadrant
representing adecade or the whol e period, respectively, we chose the same 8-class
scale with an assignment of the value of the maximum and minimum rainfall totals
in the period under study.

In Figs. 11 and 12 are presented the proportion of the average annual
precipitation fallen during al northern cyclonic types, and southern cyclonic types
out of the total average annua precipitation for the whole period (1991-2020).
We aso used similarly processed partial raster for the average annual rainfall in
Slovakia (e.g., Fig. 2, but aso for the average annual rainfall in individual
decades) for each decade (1991-2000, 2001-2010, 2011-2020). Similar to the
previoustype of results, we divided the resulting mapsinto 4 quadrants, with each
map consisting of the same 8-class scale with the maximum and minimum
fraction of precipitation of al northern and southern cyclonic situations,
respectively, assigned to the total mean annual precipitation. So, what does the
changes in precipitation ratios and overall distribution of precipitation totals look
like across all northern and southern cyclonic types over the last few decades?
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Fig. 5. Simplified scheme of data processing into map form.

4. Results

Over the 30 years from 1991-2020, al cyclonic types occurred on a total of
6582 days, of which the northern and southern types studied accounted for more
than 42%. However, there has been a decline in the occurrence of cyclonic types
of situations over the period studied, at the expense of an increase in anticyclonic
types (Fig. 6).

\/\/ N/\w/x\v/

Fig. 6. Number of days with al cyclonic and al anticyclonic situations between 1991-2020
(Source: SHMI data, own processing).
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Of the specific northern and southern types of cyclonic of situations studied,
the NEc situation occurred most frequently, specifically on 720 days. On the
contrary, the SWc3 situation occurred the least, in 250 days. In total, all situations
occurred on 2794 days, of which the northern situations occurred on 1636 days
and the southern situations on 1158 days. The situations studied occurred most
frequently in 2001 (128 days) and in the lowest number of daysin 2015 (42 days).
Interestingly, all but the southern and northern situations declined over the study
period (Fig. 7). From the trend line, we can read a more pronounced reduction of

southern over northern cyclonic situations. However, it is worth mentioning the

significant variability in the occurrence of southern and even more northern types
of cyclonic situations from year to year.
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Fig. 7. Number of dayswith dl northern and southern cyclonic situations between 1991-2020
(Source: SHMI data, own processing).

The NWc situation occurred on 577 days during the period under study, with

the lowest occurring towards the end of the first decade and the beginning of the
second decade, respectively, based on 5-year moving averages. Conversely, at the
end of the period under study, this type of situation occurred the most, on an
average of 23 days per year. For the most frequently occurring situation NEc
(720 days per period), we can see that the situation generaly occurred most
frequently in the first decade under study, but it was significantly lessin the last
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decade as we can see in Fig. 8. Overall, the Nc situation occurred on 339 days,
and similar to the NEc type, the most frequent occurrence was in the first decade
studied and the least frequent occurrence was in the last years studied. For the
NEc and Nc situation, we observed a significant decrease in occurrence over the
study period, which was also reflected in the overall decrease of al northern
cyclonic situation types between 1991 and 2020 (Fig. 7).
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Fig. 8. Number of dayswith individual northern cyclonic situations between 19912020 (rough
curves = 5-year moving averages) (Source: SHMI data, own processing).

The SEc situation occurred on 281 days during the study period, occurring
most frequently in the middle of the first decade studied and |east frequently in the
middle of the second decade. The different SWc types occurred differently over the
study period, as can be read from Fig. 9. Of these, the SW¢2 situation occurred
most frequently at 352 days, followed by the SWcl situation at 275 days, and the
SWc3 situation occurred least frequently at 250 days. It is worth noting the
significant decrease in the type of SWc3 situation, which occurred on only 14 days
in the last decade, while in 6 years of the mentioned decade, this situation did not
occur even once. In comparison, in the first and second decade, the situation
occurred on 135 and 101 days, respectively. This situation is the main cause of the
overall declinein all southern cyclonic situation types combined (Fig. 7).
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Fig. 9. Number of dayswith individual southern cyclonic situations between 19912020 (rough
curvesindicate 5-year moving averages) (Source: SHMI data, own processing).

The average annual precipitation for all northern cyclonic types between
19912020 ranged from about 68 mm at the boundary between the
geomorphological units Podunajska pahorkatina and Podunajska rovina, to about
530 mm in the geomorphological unit Tatry (Fig. 10). The decade 1991-2000
(576 days of occurrence) was the driest in terms of average annual precipitation.
In contrast, the decade 2001 to 2010 (589 days of occurrence) was the wettest
decade for al northern cyclonic types. The last decade studied, 20112020
(471 days of occurrence), was the most similar to the average over the entire
30-year period studied.

230



[1a =300 Ve, = 2000

J J

s i s Rt |
1 )

Jom [ e - [ .

i it Ll L i i Bl=ice i

e - B [l tm e = oo -
s e ——tnii =i -

1 -0

0] — 2080

)

A

Ligerd
et
i v
e el rerpats i i

v

- -

- — =at Elaion B s-n

powm  m B N 0w
| ETHLUE [ TERE ) Bl e ——

Fig. 10. Average annual precipitation total for all northern cyclonic types from 1991 — 2020
(full period and individual decades) (Source: SHMI data, own processing).

The average annual precipitation for all southern cyclonic types between
19912020 ranged from about 78 mm in the geomorphological unit
Vychodoslovenska niZina to more than 200 mm in the geomorphological units
Starohorské vrchy, Nizke Tatry, and Tatry (Fig. 11). The decade 1991-2000
(506 days of occurrence) was the wettest in terms of average annual precipitation
for the southern types. In contrast, the driest decade for all southern cyclonic types
was the last decade 2011-2020, when these situations occurred on only 286 days.
The middle decade studied, 2001-2010 (366 days of occurrence), was the most
similar to the average over the entire 30-year period studied.

231



= | v = 2000

J

Lgered

e

e gy wcel el e am [y
-

- — —_E el i
L L] =

| 2001 — 2000 | 2001 — 2020 N

[— oo

Fig. 11. Average annud precipitation for al southern cyclonic types from 1991-2020 (full
period and individual decades) (Source: SHMI data, own processing).

The proportion of the average annual precipitation fallen during all northern
cyclonic types out of the total average annual precipitation during the period
19912020 ranged from less than 12% in the geomorphological units Zvolenska
kotlinaand Horehronské podolie, to more than 32% in the geomorphol ogical units
Cergov and Busov (Fig. 12). In general, the highest proportion of average annual
precipitation falling during all northern types of cyclonic situations out of thetotal
average annual precipitation was in the second studied decade from 2001-2010,
where it was also more than 40% in Cergov. In the geomorphological unitsin the
north of the territory, especially in the border area with Poland, the significantly
increased percentage of the average annual precipitation fallen during all northern
types of cyclonic situations from the total average annual precipitation can be
attributed to the enhanced windward effect of the individual mountain ranges.
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Fig. 12. Percentage of average annual precipitation fallen during al northern cyclonic types out
of the total average annua precipitation for the whole period (1991-2020) or for each decade
(19912000, 2001-2010, 2011-2020). (Source: SHMI data, own processing).

The percentage of the average annual precipitation fallen during all southern
cyclonic types out of the total average annual precipitation in the period 1991—
2020 ranged from less than 10% in the geomorphological units Oravské Beskydy,
Podbeskydska brazda, Podtatranské brézda, Skorusinské vrchy, Spisska Magura,
and Pieniny, to more than 18.5% in the geomorphological units Revicka
vrchoving, Stolické vrchy, and Zvolenska kotlina (Fig. 13). The highest
percentage of the average annual precipitation fallen during all southern cyclonic
types out of the total average annua precipitation of cyclonic situations was
during the first studied decade in the period 1991-2000, where in most of the
geomorphological units of the southern half of Slovakiathe mentioned percentage
was more than 20%. This was due to the very frequent occurrence of southern
cyclonic types in this decade (506 days of occurrence). On the contrary, in the
following decades, a significant decrease in the studied situations was recorded,
which was also reflected in the actual decrease of the percentage of the average
annual precipitation falling during all southern types out of the total average
annual precipitation.
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Fig. 13. Percentage of average annud precipitation fallen during al southern cyclonic typesout
of the total average annua precipitation for the whole period (1991-2020) or for each decade
(19912000, 20012010, 2011-2020). (Source: SHMI data, own processing).

5. Discussion and conclusion

In terms of statistical processing, we can conclude that all northern cyclonic types
(NWc, Nc and, NEc) occurred in 1636 days between 1991-2020, while all
southern types (SEc, SWcl, SWc2, and SWc3) occurred in 1158 days. In both
cases, there was a decrease in the occurrence of weather events over the study
period, but the decrease is more pronounced for the southern types (Fig. 8). Such
results confirm the changes in the general circulation of the atmosphere in our
areaand help to capture trends or predictions of the future climate on the territory
of Slovakia. The North Atlantic Oscillation (NAO) may be one of the reasons for
the decrease in days with the occurrence of the studied situations, especialy
meridional types. In recent decades, its positive phase prevails over the negative
phase, as confirmed by LeSkova et al. (2012), and even the frequency of the
extremely positive phase could increase in the winter months in the future,
according to McKenna and Maycock (2022). When the NAO is in the negative
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phase, the flow is more meridional. On the contrary, when the phase is positive,
the flow is more zonal (Labudova et al., 2013).

Noting the resulting maps of mean annual precipitation for all northern and
southern types of cyclonic situations from the total average annual precipitation,
respectively, we see only small areas of intervals for the highest precipitation
totals for the northern types of cyclonic situations (NWc + Nc + NEc) compared
to large areas of intervals for the lowest precipitation totals (mainly the southern
half of Slovakia). In contrast, there was almost no difference between the size of
the areas representing the areas of the intervals for the highest and lowest
precipitation totals for the southern types of cyclonic situations (SEc + SWcl +
SWc2 + SWc3). Thisis prabably due to the absence of significant vertically and
horizontally massive mountain ranges in the southern part of Slovakia. Because
of this, from the southern directions, these types of situations are not weakened
by mountain ranges further north and are even often precipitation amplified by
outflow movements in the central part of Slovakia (suitably located mountain
ranges with respect to the flow direction) and are thus not weakened asin the case
of the northern types, which "crash" into higher geomorphological units aready
at the border with Poland.

In the next part of the results, we investigated the percentage of the mean
annual precipitation fallen during al northern and southern cyclonic situations,
respectively, out of the total average annual precipitation. Noting the result maps
of this part of the results alone, we see higher differences between the maximum
and minimum percentages for the northern types of cyclonic situations (NWc +
Nc + NEc) than for the southern types (SEc + SWcl + SWc2 + SWc3). Onereason
for thismay be the more pronounced windward and leeward effect for the northern
types of cyclonic situations partly mentioned in the previous paragraph. Another
causeisthe more frequent occurrence of northern types of cyclonic situations. For
the southern types, there was a significant decrease in the proportion of total
precipitation out of the total mean precipitation over the decades, which correlated
with a rapid decline in the number of days with southern types of cyclonic
situations. For the northern types, we also observed a decrease in the number of
days between the first (1991-2000) and the last decade (2011-2020), but the
percentage of total precipitation increased for these types in the last decade
studied. This suggests to us that the average daily precipitation for the northern
cyclonic types was higher than in the first decade under study (if we consider a
minimal change in the total average annual precipitation). This may be due to the
higher air temperature in the near-surface layer of the atmosphere caused by
global warming, which directly affects the ability of the air to take up water
vapour (there is an increase in water vapour content of about 6-7% per 1 °C for
the same relative humidity) (Pecho and Fasko, 2010). However, as Lapin €t al.
(2010) point out, higher average air temperature does not only cause a higher risk
of heavy precipitation under cyclonic weather conditions or intense convection
but also a higher risk of drought under anticyclonic weather conditions. Droughts
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are particularly accentuated by increasing evapotranspiration due to rising
temperatures and increasing frequency of heat wavesin central Europe (Lapin et
al., 2015; Tomczyk and Bednorz, 2016).

Climate change has resulted in a change in the occurrence of more extreme
weather events (Ministry of the Environment of the Slovak Republic, 2018). For
example, the period 1980—2016 was characterized by high variability in rainfall
(152% of normal in 2010, 74% of normal in 2003), which caused episodes of
severe drought on the one hand and local or regional floods on the other (Gnida
et al., 2017). One of the adverse consequences of this change is that it can cause
changes in hydrological processes, thereby increasing the likelihood of extreme
events such as droughts and floods (De Sa Slva et al., 2022). Therefore, we also
consider it very important to study changes in precipitation ratios for different
types of cyclonic situations in an attempt to understand, prepare for, or adapt to
ongoing and also incoming climate change.

Although works of similar focusin Slovakia can be found in the earlier past
(Brazdil and Fasko, 1993). Hoy et al. (2014) investigated large-scale synoptic
types in relation to precipitation in Europe and concluded that changes in
precipitation totals are related to changes in the frequency of synoptic types, but
predominantly during the winter half-year. However, similar work can also be
found in neighboring Poland where the variability of precipitation in relation to
individual situations was addressed in the area of the High Tatras and they
identified 3 types of cyclonic situations (namely 2 of them are Nc and NEc), which
are responsible for the most extreme precipitation in the mentioned area
(Niedzwiedz et al., 2015). However, the first work in Slovakia that set up a
systematic treatment of precipitation totalsin different types of cyclonic situations
was by Mészaros (2015), focusing on situations from southerly directions. In
addition, Mészaros (2019) developed this work with results for windward and
leeward positions and the occurrence of different types of southern cyclonic
situations. A similar methodology has been developed in the works by Kasza
(2018) - northern directions and Halaj (2019) - western directions. The subject of
the work was mainly the average annual rainfall totals during the different
situations studied. The identified precipitation total and the cumulative
precipitation total forecast from the ECMWF model (European Centre for
Medium-Range Weather Forecasts) were confronted by Polc¢dk and Mészaros
(2018) on the example of a specific cyclonic situation. The aforementioned work
was followed by Zaujec (2020), where the influence of georelief on the
precipitation totals of the Podunajska nizina under NWc¢ and SEc situations was
investigated in detail. Based on a 40-year period, windward, leeward and neutral
positions were identified for all northern and southern cyclonic situation types
using an innovative methodology (Zaujec, 2022). A partially new output was the
grouping of cyclonic situations based on their prevailing flow (Mészaros et al.,
2022). As the methodological approach was adopted in the then work and
encountered its limitations, it had to be modified. This occurred in the
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comprehensive treatment of all classified types of cyclonic situations, including
those with ambiguous trajectories (Halaj and Zaujec, 2023). Based on the
chronological arrangement of all published works, one may consider the issue
closed, but the opposite is true. The topic of the spatiotemporal distribution of
precipitation under different weather situations can be further developed by
applying the findings so far and searching for new connections in further works
and related fields — in conjunction with synoptic meteorology, operational
hydrology but also still in climatology. In conclusion these and other results will
help to improve climate projections for the region and inform the devel opment of
water management policies. Thisis important because atmospheric circulation is
a major source of uncertainty in climate change projections (Shepherd, 2014,
Oudar et al., 2020).
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